Chapter 9

The Origin of Sound Patterns in
Vocal Tract Constraints

JOHN J. OHALA

I. Introduction

The ultimate task of phonology is to discover the causes of the behavior of
speech sounds. To do this phonologists must refer to the way speech is created
and used by humans, including how it is stored in the brain, retrieved, executed,
perceived, and used to facilitate social interaction among humans. The domain
of phonology is therefore mind, matter, and manners. This chapter is about
matter: some aerodynamic and anatomical properties of the vocal tract and how
they influence the shape and patterning of speech sounds. A secondary aim of
this chapter is to show not only that the study of the physical aspects of speech
assists phonology but also that phonology can return the favor: A careful,
perhaps inspired, analysis of sound patterns in language can help us to discover
and understand some of the complexities of speech production (Ohala, 1975a,
1975b, 1978a, 1978b, 1980, 1981; Ohala & Riordan, 1979; Shattuck-Hufnagel,
Chapter 6, this volume; MacKay, 1972).

Language is a very complex human activity and, as mentioned, sound patterns
can be determined by psychological and social factors as well as physical
factors. But such nonphysical factors tend to vary widely from one community
to another or even from one individual to another. Thus, their influence on
speech sound behavior should be quite different when viewed over widely
divergent languages. Physics and human physiology, however, represent a
universal substrate on which all speech is built. Therefore, to be sure we are
dealing with sound patterns that are due primarily to these universal factors, it is
necessary to look for them repeated in several unrelated languages.



In fulfilling this task I will cite what might seem like quite dissimilar pieces of
data from different languages: allophonic variation, sound change, dialect
variation, morphophonemic alternation (i.e., contextually determined variation
in the phonetic shape of a given morpheme within a single language), and
patterns in segment inventories. In fact, I believe it is safe to regard all of these
as manifestations of the same phenomenon caught at different stages or viewed
from slightly different angles. I assume that the allophonic variations cited arise
from constraints of the vocal tract, the topic of interest. Some of these
allophonic variations become sound changes. If a sound change affects words in
one linguistic community but not another, dialect variation results. If the sound
change affects a given morpheme in one phonetic environment but not another, g
then morphophonemic variation results. If one consequence of the sound change
is to eliminate a segment from or introduce a segment into the language, then i it
would influence the language’s total segment inventory. 4

It might be thought that if the same physical factors have been at work
shaping all human speech, then all languages should be tending toward the same -
phonological state. It is true that the more we look at diverse languages’
phonologies, the more we find very similar patterns or metapatterns, Thus,
although it is surprising to learn from Ladefoged (chapter 8, this volume) that
one language has some 80 click phonemes in addition to nonclick sounds, in_
general, none of the phonemes or features utilized in the Khoisan languages
requires us to stretch the conceptual and descriptive framework laid down for
other languages’ sound systems. Nevertheless, languages’ phonologies differ
very much in details, and there is no detectable trend toward convergence. One
reason for this is that there are many degrees of freedom in the design of a voca
auditory signaling system and that several designs (i.e., phonologies) can se
the primary function of communication and still stay within the bounds set
articulatory (and auditory) constraints. Another reason for diversity
languages is that the psychological and social factors shaping speech may
counter to the influence of purely physical factors.

II. Speech Aerodynamics

A. Preliminaries

The speech production mechanism can be viewed as a device that converts
muscular energy into acoustic energy. It does this by creating within the voca
tract direct-current (dc) pressure differences that, when allowed to equalize wit
atmospheric pressure, create turbulence in the rapidly moving air which in tus
produces the alternating-current pressure variations we call sound. It 1
therefore useful to consider how these dc pressure changes are made. .

Figure 9-1 gives a schematic representation of the vocal tract as a collectiol
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Figure 9-1. Schematic representation of the vocal tract as a device for the production
of local dec pressure variations.

of pistons, valves, and piston chambers that can produce slowly varying
localized pressure changes. There are three pistonlike structures in the vocal
tract: the chest wall, the larynx, and the tongue. Sounds created with these three
mechanisms as the initiator of the pressure change are called pulmonic,
glottalic, and velaric sounds, respectively. If these pistons compress air in the
chamber they are associated with, the sound is said to be egressive; if they rarefy
the air, that is, create a negative pressure vis-a-vis atmospheric pressure, the
sound is called ingressive (Ladefoged, 1971; Catford, 1977a).

B. Preferred Segment Types

Although it is physically possible for these three pistons to move in both
directions to create both ingressive and egressive sounds, in fact, as indicated by
the arrows near these structures in Figure 9-1, only four of the six possible
sound types are found in human languages: pulmonic egressives, for example,
[p. 1, a, ?, s|;' glottalic egressives, or “ejectives,” for example, [p', t];

"The phonetic transcription used throughout, except as noted to the contrary, is that approved by

the International Phonetic Association as of 1979. Forms in square brackets [...] represent
detailed or narrow phonetic transcriptions, those bounded by slashes /... / represent broad or
(continued next page)



g:‘cea;;a;l‘:: lngriss:_ves or “implosives.”” such as 6. d. q’]; and velaric in-
ﬁm fou:dorx chtcks. such_ as [1,:,_]. Pulmonic in‘gressive vocalization is

excep as a stylistic variant of pulmonic egressive speech. for
example, SWF_:dlSh lia] (on ingressive voice) “yes” (emphatic), French [wi]
(ingressive voice) "'yes" (used primarily by females). Velaric egressive sounds
are even rarer, being found only (as far as I know) as imitations of animal
sounds or flatulence, the latter used for mockery or insults.

Whylsh‘ou!d two of the possible six sound types not be used? The lack of
pulmonic ingressive sounds, if I may speculate. is probably due to the shape of
th_e vocal cords in normal voice (modal register), which, in coronal section (see
F_:gure 9-2), are seen to be asymmetric about the plane that is normal to the
airflow and that passes through them at the point of closest approximation, The
vocal Fords have more bulk below this plane than they do above it. Ifairﬂ;)w is
egressive, that is, has greater sub- than supraglottal pressure, the upward
movement of the vocal cords will necessarily also involve their lateral move-
ment, thus smoothly and effectively opening the valve that vents the subglottal
air. If airflow is ingressive., however, it would seem that a downward moviment
of the vocal cords would involve a slight bulging of the lower tissues which
would not move laterally as easily in order to release an excess of supr:slglottal
pressure. (This argument would not apply to falsetto voice, where the vocal
;:\ords Zlfe considerably thinned and thus have a more symmetric coronal profile
asc;g:e;:igvlgl,yl.}ﬁnd that I can phonate in falsetto voice about as well ingressively

Of course, it is also true that some fricatives, notably sibilants such as [s. ]
cannot pe prod}uced as well ingressively as egressively. No doubt this is beca:Jse:
during ingressive airflow the primary location of the noise source (the point
where the air exits and expands from the narrow channel it is forced through) is
\?: th:‘ v;rong sm_ie_-the inside—of the oral constriction, which, because it has
" ;'yal rlngoszzilr::‘nc impedance, does not permit the sound generated to radiate to

Velaric egressives may not make good speech sounds, I would speculate
because the characteristics of the tongue blade as a valve permit higher ne ative’
pressures (but not positive pressures) to develop and to be released i 8 1
abrupt fashion before the seal fails. ' L8 sulably

Many other constraints on the form of speech stem from the properties of the
speech system represented in Figure 9-1. It is evident, for example, that a
chamber in which an appreciable pressure change is created (Ap = .+5 cm

:aoh(::zn::i ;;a:;cr;g;ong a;nd llhc remainder, including those in italics, are purposely ambiguous as

othoprastic o n;; orc;thlc etail that they rcpresept (in some cases they represent the standard

et dc \A_lic;lrd). Forms marked with an asterisk (*) are hypothetical, and in most

Sopoctiet B (li.b cl syml?ols (=) and (<) stand for “became” and “derived from,”

ot el . e ) etween cited for!'ns means “freely alternates with.” Tone and stress are
¢d. and vowel length is marked with a macron ( = ) in the Latin examples.

Figure 9-2. Hypothetical coronal sections of the vocal cords showing the pattern of
vibratory movement during egressive voice (left) and ingressive voice (right) (arrows
show direction of airflow). Solid lines show positions of vocal cords when transglottal
pressure is relatively low: dotted lines represent their position as the transglottal pressure
builds up to a maximum, that is, as the excess pressure is being vented. Egressive voice,
but not ingressive voice, allows lateral movement of the vocal cords and thus easy

venting of the excess pressure.

H,0), and that has to be vented through one valve in order to create an audible
sound, must have all other valves closed. Thus there can be no nasalized [p].
Also, there can be no glottalic sonorants, for example, ejective [m], implosive
[1]- This is because any pressure change created by the larynx acting as a piston
would equalize immediately by leakage across the rather large valvular
openings characteristic of sonorants. For similar reasons, all oral obstruents
that are released at the uvular region or farther forward (except clicks) must
have the soft palate elevated (i.e., the velopharyngeal valve closed). Pharyngeal
or glottal obstruents (the latter including, from a physical point of view, all
vowels and voiced sonorants) would not require soft palate elevation—the open
velopharyngeal valve does not connect to, and therefore does not vent air
pressure in, the pharyngeal or subglottal cavities. (This assumes, of course, that
these sounds are not distinctively nasal, e.g., [i].) I will explore below some
phonological consequences of this point.

Another sound pattern deducible in part from aerodynamic considerations is
that evident in languages’ segment inventories. Tables 9-1 and 9-2 give the
consonant inventories of Abkhaz and Yala, respectively. On the basis of such
data, Hockett (1955, pp. 104ff.) offered the generalization that the more
consonants a language has, the greater is the ratio, r, of obstruents to
nonobstruents. Yala has 28 consonants, of which 18 are obstruents, giving an r
of 1.8. In Abkhaz, which has 58 consonants, r = 7.3. Salient acoustic signals
are those that involve rapid spectral modulations (Stevens, 1980). Obstruents,
especially those that involve a transient burst due to the rapid equalization of an
appreciable difference in air pressure, create more rapid spectral changes and
thus are able to carry more information and make many more distinctive sounds
than can nonobstruents. This accounts for Hockett’s observation.
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Table 9-1. Consonant Inventory of Abkhaz

m n
b d dv g g g"
p ot iid K k k¥
P t ™ K’ K we 1 y ws
dz dz¥ d3 dz, * ¢ ¢ !
ts s tf te
ts” s " tee
v oz 3 4 Z¥
fos I} g g LA S
w 1 P y X X X¥ h pv

Note. From Catford (1977b).

C. Constraints on the Voicing or Devoicing of Stops

prmg—-vibration of the vocal cords—has two physiological requirements:
First, the vocal cords must be in a suitable configuration—typically, lightly
adducted; and second, there must be sufficient air flowing past them. If either
one or both of these conditions are missing, there will be no voicing. To the
extent that both of these conditions are approached during a voiceless segment
the chance of that segment becoming voiced is greater. |

There is a well-recognized difficulty in maintaining voicing during a stop (in
which, by definition, all exit valves are closed) because the air flowing through
the glottis accumulates in the oral cavity, causing oral pressure to approach
subglottal pressure. When this happens the air flowing through the glottis
gradually diminishes and voicing is extinguished.

In viev_ur of this, it is not surprising to find that of the 706 languages whose
segment inventories were surveyed by Ruhlen (1975) 166 have only voiceless
stc!ps and 4 have only voiced stops (the remainder using both voiced and
voiceless stops). Even if the reliability of such large-scale surveys may be
questioned, the decisive ““tilt” toward voicelessness in the stops could not be
reversed by a few inaccuracies.

Table 9-2. Consonant Inventory of Yala (Ikom)

m'_‘ n n 0 — oW
mb _ nmgb
b d i g &b gw
P t c k kp kw
f s X

)

§)

1 r
i y w

Note. From Armstrong (1968).
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The longer the stop closure is held, the greater is the likelihood that voicing
will be extinguished. Thus the tendency for long voiced stops (so-called
geminates) to become voiceless is particularly strong. Phonological data from
More, which illustrates this, are given in Table 9-3. (See also Jaeger, 1978, for
further evidence on this point.) Conversely, the shorter a stop closure is, the
more likely it is to remain voiced, or if originally voiceless, to become voiced.
There is, therefore, a very widespread tendency among languages to have
voiced stops (or voiced obstruents in general) shorter than their voiceless
counterparts (Lehiste, 1970, pp. 27fF.).

There is also extensive evidence that voicing sits more comfortably on stops,
pulmonic or implosive, made at some places of articulation rather than at others
(Greenberg, 1970; Gamkrelidze, 1975; Sherman, 1975). Table 9-4 provides
some representative data, the stop inventories from three languages. Sherman
conducted one of the most extensive surveys on this pattern; out of over 570
languages whose stop inventories were examined (these did not include im-
plosives), he found 87 that had gaps. The distribution of these “'stop gaps™ are
shown in Table 9-5 (some languages had more than one gap). From such data it
is clear that velar stops and voicing show the greatest incompatibility, labial
stops and voicing the greatest compatibility. (These data also show that
voicelessness does not sit well on bilabial stops. Although to some extent this
may be a reflection of the greater hardiness of [b] over [p], or that [p] has a
greater tendency to become voiced and thus merge with [b], it is also likely that
acoustic—auditory factors are a more important determinant of this pattern: as
Stevens (1980) has pointed out, [p] has the lowest amplitude and spectrally
most diffuse burst of any of the voiceless stops and is thus less salient
auditorily.)

It was once thought that the relative volumes of the oral cavities of the stops
[b, d, g] were responsible for this pattern of stop gaps (Greenberg, 1970; Smith,
1977). It was reasoned that the larger volume of the oral cavity for [b] would
accommodate more glottal airflow before pressure built up to the point where
the transglottal pressure drop fell below the level necessary to maintain voicing,
and conversely, that the smaller oral volume for [g] would accommodate less
air, thus causing voicing to cease relatively soon. This reasoning is technically

Table 9-3. Morphophonemic Variation in More

Morphophonemic form Phonemic form French gloss

pabbo > papo frapper

daw-ba > dapa hommes (w < b, cf. dibla, petit
male)

bad + do > bato corbeilles

lug + gu > luku enclos

boy + yo > boko trou (y < g)

Note. From Alexandre (1953); transcription simplified.
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Table 9-4. Stop Inventories of Thai (Abramson, 1962), Kalabari (Ladefoged, 1964),
and Efik (Ward, 1933) Showing Absence of Voiced Velars

Thai Kalabari Efik
p t Kk p ot k kp t k k% kp
p" th kb b d j g @b b d

b 6 d

correct but the magnitude of the effect of initial oral cavity volume on the length
of voicing during stops is negligibly small. Calculations suggest that if the oral
volume does not change during the stop closure, voicing can be maintained for
approximately 10 msec during [g] and 15 msec during [b] (Catford, 1977a, p.
74; Ohala & Riordan, 1979). :

Such periods of voicing are negligible in comparison with the typical duration
of voiced stops (ca. 70 msec; Lehiste, 1970, pp. 27fT.). Clearly, initial oral
volume by itself cannot explain why [b] is more common than [g| (Ohala,
1975a, 1976; Javkin, 1977). Voicing can be maintained beyond the limits cited
if the oral volume increases during the stop closure, that is, expands to
accommodate the accumulating glottal airflow (Ohala, 1975a, 1976). Such oral
cavity enlargement can be accomplished passively, that is, as a result of the
natural compliance of the walls of the oral cavity; or actively, by lowering the
larynx, the mandible, and so on (see Chao, 1936; Javkin, 1977; Catford,
1977a).

Ohala and Riordan attempted to determine how long voicing would last if
only passive expansion of the vocal tract took place. They had an adult male
American English speaker say V,C:V, utterances where V, = V, =i, u,e,al]
and C: was an abnormally prolonged voiced stop [b, d, g|. The stop could be
prolonged indefinitely because the oral pressure built up during the stop was
vented through a nasal catheter. At unpredictable moments, however, a 2
solenoid-activated valve closed the catheter so that oral air pressure would
rapidly rise and voicing would be extinguished. The duration of voicing beyond
the moment of complete closure was measured on signals from a throat
microphone and an air pressure transducer that sensed oral air pressure. The ."
results are presented graphically in Figure 9-3. Over all conditions the median

Table 9-5. Incidence of Stop Gaps According to Place or Articulation and Voicing in
87 Languages 3

Labial Apical Velar
Voiceless 34 0 0
Voiced 2 21 40

Note. From Sherman (1975).
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Figure 9-3. Median duration of voicing during stops when only passive expansion of
the vocal tract occurs (data from Ohala & Riordan, 1979).

duration of voicing was 64 msec, but it was greatest for [b] (82 msec), least for
[g] (52 msec). Moreover, with one exception, the stops coarticulated with the
high vowels [i, u] permitted voicing to continue longer than those coarticulated
with low vowels. The one exception was that [b] coarticulated with [a] had the
longest stretch of voicing (91 msec), presumably because only this combination
of consonant and vowel involved passive oral cavity expansion by the highly
compliant cheeks.

These results can be accounted for by considering the net compliance of the
surfaces on which oral air pressure impinges during the production of the stops.
For velar stops only the pharyngeal walls and part of the soft palate can yield to
the air pressure; in dentals, these surfaces plus the greater part of the tongue
surface and all of the soft palate are involved; and in labials, these surfaces plus
all of the tongue surface and some parts of the cheeks participate (see Houde,
1968; pp. 88-92; Rothenberg, 1968). Moreover, as Smith (1977) has indicated,
the high vowels [i, u], by virtue of their greatly enlarged pharyngeal cavity, have
greater oral volume (and thus greater surface area) than do the nonhigh vowels,

If active expansion were to be investigated in a similar way, presumably
roughly similar patterns could be expected: Voicing could be extended several
hundred milliseconds in this case, but still longer for labials than for velars, as
with passive expansion. As Chao remarked:

Between the velum and the glottis, there is not much room to do any of the tricks
that can be done with the larger cavity for a b or a d.

(See also Javkin, 1977.)
In view of the preceding discussion it is interesting to note that one of the
sources of voiced implosives (sounds involving active expansion of the oral
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cavity) may be former voiced geminates. This is the case, for example, with the

implosives of Sindhi, an Indo-Aryan language; see Table 9-6.

Khubchandani (1969) reports that not all dialects of Sindhi have the same :
number of implosives. The pattern of gaps is entirely consistent, however, with

our expectations regarding which places of articulation can most easily support

voicing durmg stops: The B'ani dialect has the maximum number, four,
/b.,d, §,d/: Mandvi has two, / b, d/; and Vagdi has only one, / b /.

A morphophonemlc alternation in Nubian (Bell, 1971; Ohala & Riordan,
1979) also exemplifies two of the tendencies discussed; see Table 9-7. In
Nubian the noun inflection that means ““and™ involves the gemination of the
stem-final consonant and the addition of the sequence /—on/. When a final /b/
is geminated it remains voiced; /d, d3, g/, however, the stops (and affricate) with
farther-back points of articulation, become devoiced to /t, tf, k/.

Given the evidence cited here from Ohala and Riordan, we would predict that
stops coarticulated with high vowels would more readily retain voicing than
those coarticulated with nonhigh vowels. I have not found much support for this

in the phonological literature, however. The one bit of data that may be a ¢

reflection of this effect (as well as the effect of place of articulation of the stop) is
given in Table 9-8. These data show that of the original Proto-Bantu initial
voiced stops (column 1), it is the */b/ which seems to preserve both voicing and
stoppedness in the modern reflexes in Duala and Ngom (albeit as implosives),
whereas */g/ loses voicing and/or stoppedness. In the case of */d/, its fate
depends on the height of the following vowel: Before the high vowels /i, u/ it
behaves similarly to */b/ in preserving both voicing and the stop character (the
forms above the dashed line), whereas before other vowels it loses one or both of
these features, as was the case with */g/ (the forms below the dashed line).

It should be mentioned at this point that, as illustrated by the Bantu data in
Table 9-8, the resolution of the “conflict” between voicing and stops is not
always done by devoicing the stop—it may also be accomplished by unstopping
the stop, that is, changing it to a voiced fricative or, better, a voiced ap-
proximant. (The phonetic symbols [v, B, 8, y] are often used for either
fricatives or frictionless continuants.)

Table 9-6. Origin of Sindhi Implosives from Prakrit Voiced Geminate Stops

Prakrit Sindhi English gloss
*pabba > pabuni lotus plant fruit
gaddaha > pgadahu donkey
-(g)gamthi* > qandhi knot

b"agga > bhadu fate

Note. From Varyani (1974).

*This “m" is the conventional transliteration of the Devanagari anusvara, best regarded as

symbolizing a nasal homorganic to the following obstruent.
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Table 9-7. Morphophonemic Variation in Nubian

Noun stem Stem + ““and” English gloss
/fab/ /fab:an/ father
/seged/ /seget:on/ scorpion
/kad3z/ /katf:an/ donkey
/mug/ /muk:an/ dog

Note. From Bell (1971) and Ohala and Riordan (1979).

The evidence presented so far suggests that the farther forward in the vocal
tract a stop is articulated, the better able it is to accommodate voicing. From my
own reading of the phonological literature I think this is the dominant pattern.
There are complications, however, which could override this generalization.
The probability of a voiced stop remaining voiced (or a voiceless one becoming
voiced) depends in a major way on the duration of the stop closure, a shorter
duration allowing voicing to be maintained for all of, or a majority of, the stop
duration. Stop closure duration may be affected by such factors as articulator
mobility. A less massive and therefore faster articulator such as the tongue tip
may be capable of making and then breaking a stop closure in a very brief
interval.

In American English, for example, it is the apical stop /t/ (and not /p/ or /k/)
that has become voiced in certain environments, for example [faet] “fat” but
|feerz] ““fatter.”” But the duration of this [r] is extremely short (ca. 30-40
msec), whereas /p/ and /k/ in the same environment are usually much longer
(Fox & Terbeek, 1977).

Also, the particular trajectory the articulator makes may affect the probability
of voicing being maintained during the stop closure. Velar stops in English have
been shown to have a forward-moving component to them (Houde, 1968, pp.

Table 9-8. Bantu Sound Changes Showing Modification of Initial Voiced Stops as a
Function of Place of Articulation of Stop and Quality of Following Vowel

Proto-Bantu Reflex in Duala Reflex in Ngom English gloss
*-bi > -be bad

*-bod > -bo- -bo become rotten
*-dib- > -di -bid shut

*dug > -du- -d uk- paddle

*-dob- > ob- -3ob - fish with line
*-daad- > -dad- lie down
*-godi > m-odi n-kali string

*_gag- > -kak- go bad

Note. From Guthrie (1967-1970); transcription simplified.
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93@_ (Sef: Figure 9-4.) Such a movement constitutes a very marked form f
act‘we cgvlty enlargement and could more than compensate for the other f: "
which d:sfa\!‘or voicing on velars. This may, in fact, be the reason wirl aCl?l'S
stops are articulated in this way. Voiced apical stops could be voiced Ic?n o a;
the tongue I?ody lowered during the stop closure. This gesture has been f; gzr_l
the production of /d/ in English and Japanese (Ohala & Kawasaki I9',"Slo}i-n'1l"hl'r1
may be the reason why so many of the voiced apical implosives ,are ret' fl -
(Green.berg. 1970; see also Table 9-6, where one of the Sindhi ra.=:t:0f’lex
1p1p1931ves comes from an earlier dental geminate): Retroflex stops a od'ex
pngmshed from nonretroflex primarily by having an enlarged cr;:-a] cavity
nmmec_hately behind the point of constriction—this cavity, an effective | voad
filter, is what gives retroflex sounds their characteristic “d‘ark" auditor: OW-I;'_HSS
_Sc:.nme languages solve the problem of how to maintain voicin ony :l'-la p
ikl_mr(;g t!he azrody;]lamic constraints and producing something thatgsounsa‘ili,iigz
oiced stop but that is not wholly a stop, namely, a prenasalized
example, ["b, "d]. The air that would accumulate ir; th | ity is v "
through the velic opening during the initial part of the co e o ot
fully voiced stop and a prenasalized stop will create an arb]i:lmta ::tzl:sll!:& pro
;s:;f:cahba:lrg;:h;:xid:é a“;llllha‘ve VQicing throughout the closure, fmd will ;:alcr)glgzst:de
be replaced by & preia;}al]?;ae%]lr: {::at through sound change a voiced stop could
ac:;r:l c:tl;e;wns_e puzzling aspect of the phonology of Japanese verbs may be
nted lor in part by this pattern. As shown in Table 9-9, the conjunctive

Fi : .
dufi:?: [::;p;r;?:;[?? 02 1:0 jl::ou}ls on the surface of the tongue (lower contour)
' and break of contact with the palate (u i
: pper cont,
production of the sequence laga] (left is front, right is back) (rcdrawnpficm l:ool.:i? IIHQg;;

P. 114). The forward movemen :
t of the tongue z .
enlargement of the vocal tract. gue during the closure consttutes active
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Table 9-9. Morphophonemic Variation in Japanese Strong Verbs

Non-past indicative Conjunctive

verb stem - — English gloss
Standard dialect Hachijojima dialect

tatu tatte stand up

uru utte sell

but:

asobu asonde asudde play

jomu jonde jodde read

Note. From Kawasaki (1981).

geminate consonant would be expected (and is, in fact, found in a remote
conservative dialect spoken on the island Hachijojima), the standard dialect has
a nasal + stop sequence. There is evidence that the NC sequence was once a
prenasalized stop (Shevelov & Chew, 1971; Kawasaki, 1981). As we have
seen, prenasalized stops avoid the problems associated with maintaining voicing
in stops.

The stop inventory of Quileute is reported by Andrade (1933-1938) to be /b,
d, p, t, k/. In addition to the lack of a /g/, the most difficult stop to voice,
Andrade reports that the /d/, the second most difficult stop to voice, is

phonetically ["d].

D. Constraints on Voicing in Fricatives

If the problem with stops and voicing is that the accumulation of air in the oral
cavity eventually quenches voicing, then this constraint should be less evident
with fricatives since they have a continuous venting of oral air pressure. So
much for a priori prediction, since this turns out not to be true. Table 9-10
provides tabulations of the interaction of voicing with stops (including af-
fricates) and fricatives for the 706 languages surveyed by Ruhlen. Considering
languages that utilize voicing with one of the obstruent types but not the other,
the table shows that there is more than twice the probability of voicing being
absent on fricatives (p = 192/536 = .358) as on stops (p = 63/391 = .16).
Two factors probably account for this pattern. First, voiced fricatives have
more exacting aerodynamic requirements than do voiced stops: For the sake of
continued voicing the oral pressure should be low, but for the sake of frication
the oral pressure should be high, that is, the difference between oral pressure
and atmospheric pressure should be high enough to cause high air velocity
through the consonantal constriction. Meeting both of these requirements
simultaneously may be difficult. To the extent that the segment retains voicing it
may be less of a fricative, and if it is a good fricative it runs the risk of being
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Table 9-10. Tallies from 706 Languages on Use of Voicing with Obstruents

No. of Only
languages No Voiced/voiceless  voiceless Only voiced
that have fricatives fricatives fricatives  fricatives  Total
Voiced/voiceless [
stops, affricates 15 327 192 2 536
Only voiceless
stops 19 63 79 5 166
Only voiced stops 3 1 0 0
Total 37 391 271 7 706

Note, From data in Ruhlen (1975).

devoiced. In fact, the noise component of voiced fricatives is much less than th
for voiceless fricatives (Pickett, 1980, p. 155) and on nonsibilant voi
fricatives (|, v, 8, j, v, K]) is often so weak as to be barely detectable. :

The second reason why the arguments presented above for stops do not apply
to fricatives is that there is evidence that the state of the glottis may not be the
same during voiced fricatives as it is during voiced stops. Hirose and Ushijima
(1978) report electromyographic (EMG) data for laryngeal muscles which
suggest that, at least for medial consonants, [z] has a less constricted glottis

voiced stops, require greater glottal airflow for the sake of maintaining the tran
oral constriction pressure differential. Quantitative aerodynamic modeling
these sounds is necessary to clarify this point.

fricatives than stops, I have the impression, from listening to speech an b
examining acoustic records of speech, that in American English the “voiced”
fricatives /v, z/ are more likely to be devoiced in word-final position than are the i

stops /b, d, g/.

E. Frication and Devoicing of Glides, Vowels

1. Mathematical Simulation of Close versus Open Vowels’ Aerodynamics Ti :
illustrate some of the aerodynamic constraints that govern the phonologicalj
behavior of nonobstruents, a quantitative simulation of some of the relevant.
parameters was performed using a simple mathematical model of speech
aerodynamics (Ohala, 1975a, 1976). Figure 9-5 shows superimposed the_
simulation of two V,CV, utterances where C is a voiceless unaspirated s
(e.g., [p]), V| is an open vowel (e.g., [2]), and V; is either the same open vov
(solid line) or a close vowel (e.g., [i]: broken line). The bottommost function
shows the single independent parameter—area of the oral constriction—that
varied between the two utterances. The top two functions, oral air pressure and |
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Figure 9-5. Mathematical simulation of two VCV utterances such as |&pa| (solid
line) and [api] (broken line). Oral area is an independent parameter, that is, input to the
aerodynamic model; oral pressure and oral (particle) velocity are two dependent
parameters, that is, output of the model (from Ohala, 1976).

oral (particle) velocity, are dependent parameters. There are four observations
to make about the aerodynamic differences between close and open vowels.
These will be taken up separately in the next four sections.

2. Devoicing of Vowels, Glides Figure 9-5 shows that a close vowel creates an
appreciable back pressure (ca. 1 cm H,0) in comparison with open vowels.
Thorsen (cited by Fischer-Jorgensen, 1963) demonstrated this empirically.
Although the magnitude of the oral back pressure is not very great, it does
reduce the transglottal pressure drop and could, in conjunction with other
factors (see below), contribute to vowel devoicing. Greenberg (1969) and
Jaeger (1978) surveyed a total of 30 languages that allophonically devoiced a
subset of their total vowel inventory and found a strong tendency for high vowels
to exhibit devoicing as opposed to low vowels, Table 9-11 presents a sample of
the data they surveyed.

The other factors that contribute to vowel devoicing are (1) partial as-
similation to adjacent voiceless segments or pause (i.e., the vocal cords become
slightly abducted), (2) lowered subglottal pressure, as would be encountered on
unstressed vowels and/or vowels following consonants characterized by heavy
airflow (e.g., English potato as [p" at "eiroii]), and (3) the shortness of the vowel,
since the shorter it is, the more it can be influenced by the first two factors.
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Table 9-11. Distribution of Voiceless and Voiced Vowels

Language Voiceless and voiced Voiced only
Awadhi i,u, e a, o

Campa i 0,ea
Chatino i,u o,¢ea
Dagur i,u, 2 o, a

Huichol i, i e u, a
Serbo-Croatian i,u e, 0,a
Tadjik i,u,a e, 0, U
Tunica u i,e, g, a0
Uzbek i,u e, 0,04

Note. Sample from Greenberg (1969).

3. Frication of Vowels, Glides A second point to note about the difference
between close and open vowels as revealed in Figure 9-5 is that close vowels
give rise to a higher velocity of the oral airflow. The greater the velocity of the
airflow, the greater is the turbulence and thus the frication of the segment
(Stevens, 1971). Close glides, because they often have a constriction smaller
than vowels, should be particularly subject to the development of frication.
Phonological data support this.

According to Millardet (1911), the long high vowels of Swedish, which are b
diphthongized, may end in fricated glides, these glides being voiceless beforea
final voiceless obstruent, otherwise voiced. No frication, however, was found
for the nonhigh vowels. See Table 9-12 (where modern IPA transcription has
been substituted for that used by Millardet, except for [j*], a voiced palatal
fricative; these data may not be representative of Modern Swedish). Similar =
data have been reported for the Jutish dialect of Danish (Andersen, 1972).

A well-known variation among Spanish dialects attests the sound change
[i1—[3): Andalusian [kabajo] “horse,” Argentine [kaba3o|. Similarly, Latin
iugam and Sanskrit yugam “yoke” corresponds to Classical Greek dzugon,
from which we get the stem of the English word zygomatic. In American .
English, one can find the following dialectal or even ideolectal variation among -
[ti—1], [t—], and [tf(X)—]: [t"juzdi]~[tfuzdi] “Tuesday” (Kurath & McDavid,
1961), [tuak] ~ [t"1ak] “truck.” Benjamin Franklin’s (1806) phonetic trans-
cription of his speech reveals that he pronounced natural as [nztjwsl]; today
the pronunciation is [nzetf 2 al]. :

4. Affrication of Stops Before High Vowels There is also a strong tendency for

stops to develop an affricated release when they precede simple close vowels,
since (as Figure 9-5 shows) the high velocity of the airflow created upon release.
of a stop lasts longer when the stop precedes a close vowel as opposed to an
open vowel. Table 9-13 presents evidence of a sound change from Proto-Bantll
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Table 9-12. Fricated Glides in Swedish

Swedish orthography  Phonetic English gloss
vit vigt white

krig krizj'g war

plog plufg plow

bro bruf bridge

gud gufid God

fru fraf madame
knyta knyj*cta to tie, knot
by byj* village

but:

tack tak: thanks

do de: to die

tag tog train

lag la:g team

Note. From Millardet (1911).

to Mvumbo, which is based on this tendency. (In these data, the changes in
place of articulation of the initial stop, although interesting for what they reveal
about acoustic—auditory constraints, are irrelevant to the point being made.) In
Japanese the dental stop phonemes are realized as affricates before the high
vowels /i, w/ (e.g., /twti/ = [tswitfi] “ground”). Similar patterns can be found
in other languages.

5. Aspiration of Stops Figure 9-5 reveals that after the release of a stop the
time required to reduce oral pressure to a given level, say 4 cm H,O, is greater
when a close vowel follows (ca. 38 msec) than an open vowel (ca. 17 msec).
Insofar as voicing requires some minimum transglottal pressure drop, it follows
that voice onset should be appreciably delayed when a close as opposed to an
open vowel follows a stop. In other words, stops preceding close vowels should
be more aspirated than those preceding nonclose vowels. Several phonetic
studies show this to be the case (Ohala, 1981, and references cited there). There
are many reports in the phonological literature of languages having stops with

more aspiration (allophonically) before high vowels than nonhigh vowels
(Cook, 1969; Vogler, 1968).

F. Nasalization Blocks Devoicing and Affrication

Earlier I mentioned that if air under pressure is to be released through one of the
vocal tract’s valves, then all other valves that would vent that air must be closed.
If another valve is open, then a noisy audible flow of air through the intended
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Table 9-13. Sound Change in Bantu Showing Development of Affricated Release tc;
Stops at a Function of Following Vowel

Proto-Bantu Mvumbo English gloss

*-buma > bvumo fruit

*_dib- > diiwo shut

*_dut > -bvure pull

*-tiitu > tfir animal

*-tud- > -pfule forge :

*_gida > ma-tfie blood §»

*-gubU > m-bvuu hippopotamus %

*_kingo > tfiup neck, nape a5

*-kuba > pfuwo chicken 1,

but: ?

*-bod > -buo become rotten z;

*di > di eat i

*.toog > -tuog boil up s

*-gada > -kala mat i

*_konde > kwande banana i :

Note. From Guthrie (1967-1970). ?},’:
i

valve will be lessened or eliminated. From this we would predice that the -
devoicing and frication of vowels and glides discussed in the preceding section
should be blocked by nasalization—the open velopharyngeal port acting to
reduce the oral pressure that contributed to these effects. This prediction
(which 1 made, by the way, before knowing whether there was phonological 3
evidence for it) is borne out (Ohala, 1978b). In English /h/ becomes the &
voiceless palatal fricative [¢] before the palatal glide /j/, for example, “hum.:-m’ i T
/hjumon/ is [¢jam3n]. But in a heavily nasalized environment the palatal fr!ca- "4_
tion is apparently blocked and the /h/ is manifested simply as a glottal fricative: .' {g
“unhuman’” is [Anhjimen], not *[angjimén]. N
Similarly, in Fante (Schachter & Fromkin, 1968) the word with “underlymg"
form /h1/ ““border” is realized phonetically as [¢1] but the word /h1/ “where” is
[hi], not *[¢I]. E
Beasely and Pike (1957) report that in Jivaro voiceless vowels appear 1 -
word-final position when unstressed but voiceless nasal vowels were not found
to occur. ;
In Yuchi, according to Wagner (1933-1938), voiceless spirants appeﬁl'-_
predictably between all vowels and following lingual stops but not if the vowel 15
nasalized. ) :
In Chinese, dialectal data reveal the existence of a sound change by which the
palatal vowel /i/ develops into some kind of voiced apical fricative, for example,
*/siop/, /sj/, and so on — */si/ — [sz]. However, if the original syllable ended
in a nasal and the vowel became nasalized, the frication of the vowel does n_Ot.
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occur: */sion/ # [sz]| (unless, of course, the nasalized vowel first became
denasalized; Steve Baron, personal communication).

G. Stop Epenthesis

The valves we have been discussing—the lips, tongue, and glottis—do not open
and close instantaneously; they take an appreciable amount of time to switch
from one state to another. This is because (1) they have some inertia, (2) some
muscular slack needs to be taken up before the articulators can move, and (3)
the neuromuscular control system may have some limited temporal resolution.
Assimilation is probably the neuromuscular control system’s way of com-
pensating for these constraints. Occasionally assimilation of one valvular state to
another has rather dramatic effects on the shape of words. The production of a
sequence of nasal consonant followed immediately by an oral segment having
an articulation different from the nasal may result in partial denasalization of the
nasal due to anticipatory assimilation of the velic closure required by the oral
segment. A segment may be “oral” because it is required for aerodynamic
reasons (e.g., [s, 0, k]), or for acoustic-auditory reasons, that is, nasalization
would distort the acoustic characteristics of the sound (e.g., any distinctively
oral sonorant or in some cases any segment, distinctively oral or not, that has a
low first formant—the formant that would be most distorted by nasalization,
such as [1, w, i, u]; Ohala, 1975b). Thus in English, one finds so-called intrusive
or epenthetic stops in words such as those in Table 9-14. Similar data exist for
other languages; see Table 9-15.

Although it is more common to find anticipatory assimilation (Javkin, 1979),
perseveratory assimilation may occur, and this accounts for the variants
'krsna/ ~ /krs{na/ “Krishna” in the Indo-Aryan languages (Varma, 1961,
p. 123).

Much the same phenomenon underlies a phonological process misnamed
“nasal strengthening.” Table 9-16, columns 1 and 2, provides representative
data from Kongo (Bentley, 1887). A common analysis of this alternation is that
the nasal prefix “strengthens” the stem-initial consonant by increasing its
degree of obstruency. This, however, is not the correct analysis (as was
explicitly pointed out by Jacottet, 1927, in his analysis of this phenomenon in
Sesuto). As the fourth column in Table 9-16 shows (from Guthrie, 1967-1970),
these words originally started out with obstruents, which have been retained
following the nasal but which have undergone sound changes turning them into
nonobstruents in word-initial position. We may imagine that whatever forces
acted on these initial stops to change them in this way did so in both
environments. However, a preceding nasal consonant, as we saw above, will
have the effect of carving out a stop from the nasal preceding the oral segment.
In this way the stop will be preserved when there is a preceding nasal. “Nasal
preservation’ may be a better name for this process. The phonological literature
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Table 9-14. Epenthetic Stops in English 4
Orthographic representation  Phonetic Source i
warmth [woqmph | < warm + (0] :
something [sampB1n] < some + thing

Thompson [t"ampsan] < Thom + son

glimpse [glimps) < gleam + s

teamster [("impsta] < team + ster

youngster liankst ] < young + ster

length [lenko) < long + (0]

contains abundant examples of this process. For example, in most dialects of
Spanish an original set of medial and final voiced stops have become cognate
voiced spirants except after nasals. See Table 9-17. This, of course, is precisely
the same phenomenon exemplified diachronically in Kongo (Table 9-16).
Similar patterns may be found in Gadsup (Frantz & Frantz, 1966) and Camsa
(Howard, 1967). ;
In Latin the reflex of original Indo-European *g" and *gh" is usually /w/ (or
written v). However, the stop element is most often preserved after a nasal;
see Table 9-18.

¥

H. Nasal Prosody 4
The incompatibility between obstruents and velic opening has consequences for
the phonology of languages like Sundanese (Robins, 1957) and Trig
(Hollenbach, 1977), which have a remarkable type of perseveratory nasali-
zation. In general, these “nasal prosodies™ work as follows: After a nasal
segment all following segments are nasalized, with nasalization spreading all the
way to the end of the word unless blocked by an oral obstruent. See Table 9-19;
which gives data from Sundanese. As would be predicted, the glottal obstrue nts
[h,2] do not block spreading nasalization, since in their case the air unde
pressure could not be vented by the velic valve. Schourup (1973) has docu-
mented several cases of this sort. A

Tereno, one of the Arawakan languages of South America, also has per-
severatory spreading of nasalization as part of the first-person inflection (where
the nasalization is started at the beginning of the word). In this case voiceless
stops block spreading nasalization but become prenasalized voiced stops in the
process. Again, nonobstruent consonants and [2] do not block nasalization but,
contrary to our expectations, [h] does, and in the process becomes ["z]. See
Table 9-20. We could dismiss this exception as just a language-specific
peculiarity but there is no need to: There is comparative evidence (Bendor-
Samuel, 1966; Noble, 1965, pp. 49-50) that at least some of Tereno’s [h]'s
derive from earlier dental obstruents (e.g., Tereno /ihi/, Piapoco /izipi/, Ipeca

Table 9-15. Examples of Assimilatory Denasalization of Nasal Consonants.

English gloss

Example

Source

Language

sell

vendre (<Latin ven(i)re)

Spaulding (1965)

Spanish

tremble

temblar (<Latin trem(u)lar)

the red (house)

doorsill

Alhambra (<Arabic al hamra)

~ban‘y
mul ~ mbul

ban

Hendon (1966)

Ulu Muar Malay

Korean
Telefol

water

Chen and Clumeck (1975)

Healey (1964)

banana

/su:m/ = [su:m]

he cooks
spider
plate

/6moapi/ = [6™boapi|
/nanu/ = [npa"du|

/mohi/ = [mPohi]
/nine/ = [nin‘e|

Pease and Betts (1971)

Parintintin

Blight and Pike (1976)

Tenango Otomi

your mouth
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Table 9-16. So-Called Nasal Strengthening in Kongo

Verb stem Gerund English gloss Proto-Bantu English gloss
mona mbona a sight < *.bon- see

vunda mpunda a resting <? *_-puum- breathe, rest
landa ndanda a following < *.dand- follow

Note. From Bentley (1887) and Guthrie (1967-1970).

/itsipi/, Rio Icanna Baniva /itipi/ ““tail”’). Rather than being an exception to the
phonetically based principles of which sounds should and should not block
spreading nasalization, it is very probably a regular example of another
phonetically based process: nasal preservation. (See also Court, 1970, who
cites cases in Indonesian languages where spreading nasalization does nor pass
through nasals m, n, etc.—a surprising pattern on the surface but not when it is
made clear that these nasals derived from earlier mb, nd and that the spreading
nasalization is a historical relic.)

III. Conclusion

Liljencrants and Lindblom (1972) have challenged those who ask, “Why do
speech and language have the form and behavior that they do?” to attempt to
derive the answers deductively by considering the real-world constraints—
physical, physiological, psychological, and social—within which language is
used. This chapter is offered as a modest addition to the growing number of
contributions, including those of Lindblom and his colleagues, that have taken
up this challenge. I have attempted to show how certain cross-language
regularities in the behavior of speech sounds stem from universal physical
phonetic properties of the speech mechanism, in particular its aerodynamic
properties.

Such work should be viewed as but one aspect of a much larger effort recently
undertaken in biology and related disciplines to explain the behavior, especially
the social behavior, of animals and man by reference to the ecological situation
in which the species exist (Maynard Smith, 1974; Wilson, 1975; Krebs &
Davies, 1978; Morton, 1975). Within phonology, as in biology, prior quali-
tative work has shown us the great promise of this approach (Passy, 1890;
Martinet, 1955). Nevertheless, if we can learn anything from the recent work in
biology, the real breakthroughs will come only when we can employ reliable,
formal, but empirically motivated, quantitative models of the complex “eco-
logical™ forces that shape speech and language.
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Table 9-17. Preservation of Voiced Stops After Nasals in Spanish

Phonemic  Phonetic  English gloss

Phonemic  Phonetic  English gloss

/sobra/ [sopra) surplus but:
/rodar/ |rodar] to roll but:
/mago/ [mayo] magician but:

:  /sombra/  [sombra] shadow
:  /rondar/ |[rondar]  to go around
: /mango/ [maggo]  handle

Table 9-18. Preservation of Stop Element of Indo-European *g(h)" Following a Nasal

Consonant in Latin

Proto-Indo-European Latin English gloss

*g"idu- vivus living

*terg‘*— torvus wild

*wegh- avidus moist

but:

*dngh“a lingua tongue

*eng®- inguen abdomen

*ong"- ungué to anoint

¢f. also: N

*sneigh™- nivis snow (noun, genitive)
But: ninguit snows (verb with nasal infix)

Note. From Pokory, (1959) and Poultney (196

Table 9-19. Perseveratory Assimilation of

3).

Nasalization in Sundanese

Example English gloss
[naian] to wet
|b¥gﬁﬂr] to be rich
[n@hékyn] to inform
|mi%asih] to love

Note. From Robins (1957).
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Table 9-20. Perseveratory Spreading of Nasalization in Tereno

Third person English gloss First person English gloss
(no nasalization) (spreading

nasalization)
|piho] he went |“’hihr0] I wer!t
|ahja”afo] he desires |a"za”afo| I desire
liso] he hoed [i"zo] I hoed
|owoku] his house I(‘)_\iféggu| my house
|ajo] his brother [:}|6]_‘ my brother
|emo’u] his word [éma”d) my word
|iha] his name [i"za] my name

Note. Data from Bendor-Samuel (1960, 1966).
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