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1. GRAMMAR AND LANGUAGE FORM.

1.1. WHAT GAHL AND GARNSEY (2004) SHOW. There is widespread consensus that one of the tasks of a grammar is to describe the form of language. What Gahl and Garnsey (2004; henceforth G&G) show is that the description of both /t,d/-deletion and word and pause durations in American English needs to make reference to statements of the form ‘such-and-such a syntactic configuration has such-and-such a probability of occurrence in this context’. Therefore, in order to account for the form of language, the grammar needs to include probabilities. In particular, we argue that verb subcategorization probabilities, or VERB BIASES, must be part of the grammar, since the match or mismatch between verb bias and syntactic context affects form.

In a critique of G&G, Newmeyer (2006; henceforth N) agrees that the description of /t,d/-deletion and of other aspects of pronunciation reflects probabilities. However, N argues that the relevant probabilities are ‘extra-grammatical’: ‘generalizations about usage lie outside of grammar per se’ (N, p. 2). We acknowledge that subcategorization probabilities are a function of usage—they are that by definition, in fact. But the fact that subcategorization probabilities are ultimately the result of language use is not at issue. What is at issue is whether speakers know subcategorization probabilities as part of their knowledge of grammar. To establish that this is the case, G&G provided evidence suggesting that subcategorization probabilities affect language form even in situations where only syntactic probabilities, not meaning biases, can guide language production.

In the discussion to follow, we first clarify a point about the experiment reported in G&G and briefly comment on N’s suggestions for future research on this issue. We then compare N’s meaning-based account of verb bias to the notion of syntactic probability in G&G and show that the latter correctly predicts facts about language production and comprehension that are unexplained under N’s account. Finally, we consider N’s suggestions for future research in more detail, arguing that the suggested research cannot shed any light on the issue at hand.

1.2. CONTROLLING FOR MEANING. Reiterating a point made in Newmeyer 2003, following Lavandera 1978, N draws attention to the following fact: sentences with different syntactic structures differ in referential meaning, whereas phonological variants generally do not. As a result, any distributional differences among syntactic variants may result from meaning differences, rather than reflecting stochastic information in the grammar. For example, sentences in which a given verb, say, confirm, takes a direct object (they confirmed the date ahead of time) vs. a sentential complement (they confirmed the date was correct) differ in meaning, and hence observations about these sentences cannot be used as an argument for stochastic grammar. N argues on this basis that G&G’s argument is flawed. But it is N’s critique that is flawed here: G&G did not compare direct object (DO) sentences with sentential complement (SC) sen-

* We would like to thank Fritz Newmeyer for a very enjoyable exchange of ideas. The first author is grateful to Terry Regier for discussions of an early draft of this rejoinder.
tences. Doing so would indeed have made us vulnerable to the objection raised by Lavandera. Instead, we compared sentences with high-probability DOs to those with low-probability DOs, as well as high-probability SCs to low-probability SCs. The linguistic fact that allowed us to make this comparison was that particular syntactic contexts have different probabilities of occurrence following different verbs, depending on the verbs’ bias. We compared the aggregate of high vs. low probability sentences within each type (DO or SC). We arrived at generalizations about pronunciation that pertained to sentences of a given type and a given probability, regardless of lexical content. In other words, verb biases allowed us to manipulate probabilities while keeping syntactic structure constant, thus isolating effects of probabilities from those of syntactic structure. We believe that N appreciates the fact that G&G studied phonological variation, not syntactic variation. However, an informal small-sample survey reveals that readers of N’s remarks nevertheless walk away with the impression that G&G compared DO and SC complements to one another.

Oddly, the studies N suggests for future research are in fact vulnerable to the Lavandera objection: the hypothesized results N describes hinge on finding frequency effects that applied equally to all sentences or phrases with a given phrase structure (for example, all DOs), and which set that phrase structure apart from other structures (for example, SCs). But a comparison between DOs and SCs is exactly the kind of study that the objection applies to, since the two patterns may differ in meaning. We examine this issue in greater detail in §4 below.

Having clarified G&G’s experimental design, we now turn to N’s main objection. N argues that G&G fail to show that knowledge of language includes knowledge of probabilities associated with syntactic structures, because there are, according to N, systematic differences in meaning (more specifically, differences in real-world likelihood) between high- and low-probability sentences. We argue that speakers know syntactic probabilities, as part of their knowledge of grammar, and real-world likelihoods.

2. Verb Bias and Meaning. N agrees that American English /t,d/-deletion and the duration of verbs and their complements, as reported in G&G, reflect systematic differences between high- and low-probability sentences. But, according to N, the probabilities in question are ‘semantic’: they are based on speakers’ experience of using verbs in connection with ‘things’ and ‘propositions’. In other words, N argues that the effects reported in G&G are the result of speakers’ experience with the kinds of meanings typically expressed using particular verbs, not with the syntactic complements the verbs typically take.

N’s objection is flawed, both conceptually and empirically. As N points out, most syntacticians agree that subcategorization depends on meaning and consider verb subcategorization frames to be part of the grammar. Yet, verb biases are just a continuous version of either-or subcategorization information. Since dependence on meaning does not render information unsuitable for inclusion in the grammar, there is no principled reason to include subcategorization information while excluding verb bias.

N claims that G&G did not appreciate the systematic connection between verb biases and meaning. In fact, G&G discuss the relation between verb bias and verb meaning at some length (p. 752) and refer the reader to studies exploring this relation further (Roland et al. 2000, Roland 2002, Hare et al. 2003). We may add here that verbs with apparently similar meanings do not always have similar biases. For example, while propose is DO-biased (.45 DO, .18 SC), suggest is SC-biased (.18 DO, .61 SC, according to the norming data in Garnsey et al. 1997). Similarly, while assert and maintain both
have a strong DO-bias (.64 and .74, respectively), claim has a low DO-bias (.06) and a high SC-bias (.69).

Under N’s account, apparent effects of verb biases are really effects of meaning, not of probabilities over syntactic types. Under G&G’s account, by contrast, speakers know probabilities of syntactic types. G&G’s claim is that speakers’ accumulated experience with verb usage comes to affect the processing of sentences with a given verb and a given syntactic structure, independently of the meanings being expressed.¹ These two proposals make testably different predictions. The available evidence strongly points to speakers’ knowing syntactic probabilities, not just semantic ones. For example, evidence from eye movements during reading reflects these verbs’ syntactic biases: verbs with similar syntactic biases pattern together, whereas verbs that are similar only in meaning do not (Garnsey et al. 1997). Under N’s account, there is no explanation for this observation.

To gauge semantic probabilities as distinct from syntactic ones—that is, to guard against precisely the problem N is concerned about—G&G used plausibility ratings, a well-established if imperfect technique. Plausibility ratings reflect speakers’ estimates of the relative likelihood of various scenarios. If raters believe that one scenario happens ‘a thousand times more frequently’ than another scenario, then they should—and generally do, contrary to N’s footnote 2—rate the first scenario as more likely to happen than the second scenario. Studies evaluating this technique have concluded that such judgments are reliable and consistent (Connell & Keane 2004), and numerous psycholinguistic studies have used it (e.g. Trueswell et al. 1993, Trueswell et al. 1994, Garnsey et al. 1997, McKoon & MacFarland 2000, Gruber & Gibson 2004). N also objects to the use of verb bias as a measure of syntactic probability on the grounds that, as N speculates, bias-conforming sentences describe scenarios that are commonly the case, whereas bias-violating sentences describe scenarios that are less commonly the case. Ferretti and McRae (1999) used a plausibility-rating task that teases apart verb bias and frequency of scenarios: Ferretti and McRae asked participants to rate (on a scale from 1–9) ‘how common is it for an X to do Y?’. For example, ‘how common is it for someone to confirm a date?’. The results lend further support to the notion that bias-conforming sentences do not generally describe scenarios that hold more commonly than bias-violating ones.

In sum, plausibility and verb bias are not just conceptually independent, they also make separate, distinguishable contributions to language comprehension and production.

3. PIEs AND FLUENCY. N suggests that the results reported in G&G fall under the generalization that ‘the more often we do something, the faster we are able to do it’

¹ An anonymous referee raises the question of whether accumulated experience with verb bias reaches a plateau during the lifetime of a speaker, and if so, when. To our knowledge, this question has not been studied systematically. We believe that, while verb biases are probably fairly stable in adult speakers, the adult language processing system remains malleable, so that verb biases can in principle continue to change throughout a speaker’s life. For example, both authors remember a time when we were unfamiliar with the ‘statistical’ use of the verb regress, as in regress Y on X, and would only use that verb intransitively. By now, the transitive use of regress is by far the most common in our own usage. We therefore believe that our processing systems have come to treat this verb as a transitive-bias verb. Research on phonological and syntactic processing supports the idea that the language processing system remains malleable in adults (Dell et al. 2000, Onishi et al. 2002, Kaschak & Glenberg 2004).
(p. 8). Under N’s view, the results in G&G are the result of speakers’ handling high-probability sentences faster than low-probability ones. This characterization of our results is false. N’s generalization would lead one to expect higher speaking rates in high-probability sentences than in low-probability ones, but that is not what we found. N’s analogy to his experiences with pies is misleading, since the observed effect was not one of fluency or of increased speaking rate in high-probability material. On pp. 765–66 of G&G, we discuss a number of additional arguments against fluency as the source of the observed effects. N is also mistaken in claiming that the subject NP in our sentences did not show an effect of usage probabilities (i.e. of the experimental manipulation in G&G). If the subject NPs had been ‘immune’ to the experimental manipulation, as N implies, then one would expect the duration of those phrases to remain constant across the various experimental conditions. Instead, there were significant differences. We did not have a specific prediction concerning the duration of those phrases. We suspect that the observed pattern partly reflects a compensatory relationship between the duration of subject NPs and verb phrases. In any case, the match between verb bias and syntactic structure clearly did affect the duration of those phrases, even if the nature of that effect remains to be explored further.

The research reported in G&G was a reaction to previous work on pronunciation variation that focused exclusively on string frequencies and item-to-item probabilities, such as the probability of a given segment, word, or phrase, given a preceding or following item. Such item-to-item probabilities concern sequences that could, in principle, be practiced and that could, therefore, show frequency effects as a result of increased fluency or processing speed. A principal motivation of G&G was the sense that the exclusive focus on item-to-item probabilities was doing probabilistic linguistics a disservice. Since there is broad consensus that knowledge of syntactic structure is part of grammar, it is important to ask whether syntactic probabilities affect the form of language: if no such effects could be found, that fact would cast doubt on the notion that grammar is probabilistic. Tracking down such effects was the contribution of G&G.

4. Future research. We applaud N’s willingness to state what sorts of findings he would consider relevant to the debate. N describes two sets of hypothetical findings. For both sets, alternative explanations exist that draw on well-established assumptions about grammar, making the hypothesized patterns poor arguments in support of the more controversial notion of stochastic grammar. Moreover, even in the absence of alternative explanations, both sets of findings would be vulnerable to the objection that N mistakenly levels against the evidence offered in G&G. The first set of findings concerns direct objects (DOs) and sentential complements (SCs). According to N, if it could be shown that the rate of /t,d/-deletion differed in these two contexts, then that ‘would be an impressive argument in support of stochastic grammar’ (p. 11). Presumably, showing this would mean showing that the two structures differed in frequency, and that /t,d/-deletion was more common in the more frequent one. In fact, DOs are vastly more frequent than SCs;² and there are reasons to believe that the rate of verb-final /t,d/-deletion is higher in DO-contexts than in SC-contexts, given their prosodic characteristics (cf. Wightman et al. 1992, Shattuck-Hufnagel & Turk 1996; and cf. Cho 2004). G&G did not observe such an effect, but if we had, we would have been ill-

² About 4.5 times more frequent in Gahl et al. 2004, a database that includes a disproportionate number of SC-taking verbs.
advised to consider it conclusive evidence in support of stochastic grammar, given that prosody offers a far less controversial explanation. What factors shape prosody is of course a deeply controversial issue, but seeking to explain pronunciation variation in terms of prosody is an uncontroversial move.

Even in the absence of alternative explanations, one could not rule out real-world likelihood as potential confounding factors in the research sketched by N: analogously to N’s reasoning, one could speculate that DOs occur more frequently than SCs because people remark more often on experiences involving ‘transitivity’ (someone or something affecting ‘things’) than those involving ‘propositions’. Therefore, overall differences in DOs vs. SCs—or any other pair of syntactic patterns that differed in frequency—could be due to real-world likelihoods of the kind N discusses.

The same reasoning applies to the second scenario N describes, concerning the various patterns of the form NP-BE-[AP A-to-V]. The frequency of any syntactic pattern, however ‘resistant to semantic characterizability’ (N, p. 12) is ultimately the result of how often people deploy the syntactic pattern in question. That fact makes it possible to claim, for any syntactic pattern, that its frequency is the result of real-world likelihoods. A way to avoid that objection is to examine sets of sentences with identical syntactic structures but different usage probabilities—this is the approach taken in G&G.

5. Conclusion. What justifies the inclusion of certain facts in the grammar, to the exclusion of others? While we do not endorse the presumption of modularity that underlies this question, we stand by the claim that the evidence presented in G&G warrants including syntactic probabilities in the grammar.
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