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Preface

The Fourteenth Annual Meeting was held - a minor miracle
to us, as we were plagued with various misfortunes last Fall,
which almost led to cancellation. Not only are we happy and
relieved to report that the Meeting took place, but also that we
enjoyed the best of luck: the conference with its parasession on
Grammaticalization drew a large and enthusiastic crowd, and we
were blessed with the best weather in recent BLS history.

The conference would not have come to pass had we not
had the help and support of a number of wonderful people. We
therefore wish to give our heartfelt thanks to: Natasha Beery,
Claudia Brugman, Laura Michaelis, Mary Niepokuj, and Kiki
Nikiforidou - all seasoned BLS officers - for their expert advice
and guidance through the inevitable crises;  Mirjam Fried -
graduate student and caterer of the traditional BLS party - for
transporting our taste buds to the land of unforgettable
epicurean delights; "Los Antillanos" for entertaining us with
their lovely and memorably danceable Caribbean music; the
Institute of Cognitive Studies for continuing to give us shelter;
and all of the friends and former friends for wading through the
piles of abstracts, staffing the registration and book tables at
the conference, serving as session chairs, and/or attending our
marathon mailing parties.

We also wish to express our deepest gratitude to all those
who presented papers or submitted abstracts - the numerous
contributions to this year's parasession on Grammaticalization
testify to a strong interest in the topic at Berkeley and beyond.
We believe the papers from the general session and parasession
to be of enduring quality, and trust that BLS 14 will be as
enjoyable to read as it was to produce.

Shelley Axmaker
Annie Jaisser

Helen Singmaster
1987-88 BLS Officers
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On Glossing
A. L. Becker

"Each
language
represents a
different
equation
between
manifestations
and silences.
Each people
leaves some
things unsaid in
order to be able
to say others.
Hence the
immense
difficulty of
translation:transl
ation is a matter
of saying in a
language
precisely what
that language
tends to pass
over in silence.”
Ortega, 1957.

The publication in 1825 of August Schleicher’s
monumental work, Die Sprachen Europas, marked as clearly
as anything can the :iplit between linguistics and philology as
separate disciplines.' The split was based upon the notion that
some things are subject to "nature’s unalterable laws" while
other things are within "the sphere of operation of human free
will." We wouldn’t say it that way today, but we would still
recognize a difference between those who pursue universal,
ahistoric laws and those who seek undertanding of particular,
temporally changing cultural phenomena. The linguist is
ideally a scientist, the philologist a humanist. Their methods
are different because their goals are different, and their goals
are different because the problems they confront are different.

The major issue around which these differences were
shaped in 1825 was accidence --- the way a root appears as
adjective, noun, verb (and so on) and is marked for case, tense,
mood, etc. Accidence involved the shaping or morphology of
words, and morphology was seen as something subject to
"nature’s unalterable laws." Linguistics was a natural
morphological science, in Goethe’s scheme of things, along



with the other morphological sciences of botany,
crystallography, and anatomy.

Using arguments one hears yet today, Schleicher argued
that linguistic laws are universal because they reflect concepts
and relations of thought which were (and for some still are)
held to be universal. But right from the start there was an
assumption that some languages reflect these concepts and
relations of thought better than others, and so there was a
politics to it right from the start. It is not irrelevant that these
notions developed in places and at a time when economic,
political, and religious colonialism was expanding and seemed
both moral and profitable. Like people, languages were seen as
evolving, and some were farther along than others, and ---
oblige noblesse --- the speakers of more advanced languages
had a moral duty to instruct the others. In linguistic
morphology the stages of this universal evolutionary
progression were called isolation, agglutination, and inflection.

This is not to suggest that linguistics has been more
colonialist then philology, but only that linguists are not always
mindful of the implications of universalist claims, and how
these claims aid a kind of linguistic colonialism, the spread of
American English.

sieosfe s

At the center of linguistic practice, right from the start,
has been analysis, which in linguistics is called parsing --- the
principled division of wholes into parts.

At the center of philology, on the other hand, is
translation, which in linguistics is called glossing. If careful,
skillful parsing is the defining skill of the scientific linguist,
then careful, thoughtful translation is the defining skill of the
philologist. A philologist ideally is as sentive to the differences
between a Homeric or Javanese term and its English
translation as a linguist is to the difference between, say, sub-
types of ergativity or varieties of anaphora.

For philologists, the most useful "theory" in
understanding a distant text is their own language. The skill
lies in seeing the differences between the translation and the
original. As the great Spanish philologist, Jose Ortega y
Gasset, put it, a translation --- like any "reading" ---is always
both exuberant and deficient (Ortega, 1959). That is, there are
always things in the translation which have no counterpart in
the original; they are there because of the demands of the
language of translation. These are the exuberances. For one
working with Southeast Asian languages, these include things
like number and tense and copula, which rarely have any
counterpart in the original. And there are also things in the
original which have no counterpart in the translation, the
deficiencies --- things like classifiers and focus markers which
are hard even to fake in English. Furthermore, different root




metaphors permeate the morphology of both languages in a
translation and provide thereby some of the most basic
exuberances and deficiencies a philologist encounters.

It is my experience that any translation into English from
a Southeast Asian language is at least fifty-per cent exuberant
and deficient: that is, at least fifty per cent of the translation is
exuberant and at least fifty percent of the original does not
come through in the translation and is thereby deficient. What
a careful translator does is sort out --- for a word, a sentence,
or a complete text --- the exuberances and deficiencies across
the languages. These are the things one must unlearn and
learn in the course of learning to understand a distant
language.

I would like to share with you briefly the experience of
translating a single Burmese verb phrase into English,
concentrating my attention on the root metaphors and the degp
differences between the Burmese and its English translation.
The Burmese verb phrase is only four words long, and it
makes a complete clause. That is, Burmese is a language full
of what we so linguocentrically call "zeroing" or "zero
anaphora" --- as if something (here the NP arguments) had
been deleted or was, as we used to say, 'understood.’ It is very
hard to teach students of Burmese that nothing is missing ---
that that phenomenon of a sense of absence is a result of
glossing. It is not that subjects and objects, like tense and
number, are left out in Burmese. They just aren’t there. This is
perhaps the greatest exuberance in going from Burmese to
English: the assumption that what is in the English but not the
Burmese is somehow 'understood’ in the Burmese. And we
have invented a glossing called "deep structure" or "logical"
structure to introduce these things into Burmese or any other
language we are studying.

It is this which makes a modern philologist want to say
that all grammatical analysis of another language is
comparative, always one language put into the categories and
metaphors of another. At the very least, in this short essay, I
want to hold up parsing and glossing as themselves language
games, a point Wittgenstein made some time ago. They are
prominent among the language games we play across two or
more languages.

Any tongue takes on many metaphors from the way it is
written, and so going from Burmese,

to English,
'Put that aside, please’
involves us in some rather basic exuberances and deficiencies.

Our alphabetic writing leads us to imagine words, even spoken
words, as sequences of phones, which can be analyzed into




initials, medials and finals. Burmese syllabic script, one of the
Southeast Asian variants of Pallava script, leads one to
imagine words, even spoken words, as overlays built around a
center. That is, there is a basic core sound with modifications
and elaborations in front of, behind, over, and under it. In
Burmese writing there is no initial, medial and final. Phonemic
analysis requires transliteration, in which one’s image of
language itself changes. Phonemic analysis, as we understand
it, is not possible in Burmese writing (Becker, 1984).

This different image of a word came across vividly in a
linguistics class at Michigan some years ago when a Southeast
Asian student pointed to the final letter of a word written on
the blackboard and said, "Here, at the front of the word...."
Upon being pressed, he said that he imagined words coming
toward him. Assume with me for a moment that this anecdote
is not about the idiosyncracy of a particular person but a
widely shared image, and you can see one of the roots of what
we call reverse deixis or hearer centered discourse (where
'here’ means close to the 'hearer’).

Putting aside all the exuberance and deficiency of
transliteration ( which is too often assumed to be a meaning-
preserving act), we can romanize the Burmese as:

hta:pato.le
We have translated it freely as,

'Put that aside, please.’
or
'Let that be.’

The only things in the English with counterparts in the
Burmese are 'put’ and 'please’. The rest of the translation is
there because of the demands of English, i.e. that 'put’ takes an
undergoer and a location.

The deficiencies are difficult to gloss. We might see the
whole phrase as a string of metaphors:

hta: 'put’ is a metaphoric 'putting down’ of a topic of
discourse prior to 'picking up’ a new one.

pa polite 'include’ is a metaphoric use of a verb which we
might translate as 'include’ or 'be with’ or 'accompany’. It is a
very old metaphor for politeness.

to. 'toss’(?) is the metaphoric use of a verb which
describes the act of hitting something into the air with hand,
foot, or stick --- as in the widespread Southeast Asian game
(Burmese hcin:loun:) in which the players keep a rattan ball in
the air with their feet.



lei 'evaporate’ is a metaphoric use of a verb which
Judson’s dictionary translates as 'to be scattered, lost,
evaporated, as camphor, quicksilver, etc.”’ The verb also seems
close to a noun we gloss as 'air’ or 'wind’.

To think of this Burmese verb phrase as an aggregate of
metaphors is to foreground dissimilarity. For many linguists it
may seem to exoticize Burmese in { way that is perhaps
historically accurate (perhaps not)° but certainly not the way
native speakers would imagine their own language. Over time,
as one learns the language better, these metaphors become
bleached and ordinary --- become grammaticalized, some
would say, but for the comparative philologist, interested in
how that very ordinariness comes about, it seems right (and, as
Pike would say, emic) to see the metaphors first and then, on
the assumption that grammaticalization is a figurative rather
than a logical process, to see their present use as extensions of
the metaphors into new contexts.

We all wince, of course, when the everyday metaphors of
a language are uncovered: they are things to be seen, as
Gregory Bateson used to say, only out of the corner of the eye.
Yet, we do live in them and not in the clarity of abstractly
defined categoriés. Words which have non-metaphoric uses in
identifying and specifying acts and events in nature (e.g. PUT,
INCLUDE, TOSS, EVAPORATE) have been displaced to
identify and specify acts and events in the management of the
text and the language game itself. The things which are PUT,
TOSSED, and EVAPORATED are words and not rattan balls
or quicksilver. The metaphoric movement is from nature to
language itself.

As far as I can see, all of the words in Burmese verb
phrases which have been called auxiliaries and particles are
metaphors, open always to new uses.

It is clear, however, that to translate the passage above
as PUT INCLUDE TOSS EVAPORATE is clearly not an
acceptable English translation of the Burmese. I would only
argue that emic understanding may well have to pass through
that blatant string of metaphors and note them and hear their
echo, "under erasure"” (i.e. crossed out but visible, Derrida’s
suggestion for a new mark of punctuation). Their loss is surely
a major deficiency of glossing.

I leave them behind reluctantly and move on to a more
grammatical view of the Burmese passage as,

PUT polite change-of-state persistive
or, at a more abstract level, as,

VERB aucxiliary aspect euphonic



To go from an understanding of the passage as a string of
metaphors to an understanding of it as a string of abstract
categories is to Iamiliarize it, to put it into the categories of our
understanding.® That is a useful, even necessary thing to do,
but it is even more heavily weighted with exuberances and
deficiencies. I think we are farther from Burmese, closer to
English, when we do that.

And the grammatical glossing, of course, implies a
parsing, while the metaphoric glossing did not. That is, we
would be tempted to analyze the phrase as a headword which
is a verb (PUT) and a string of subsidiary modifiers of the
headword: auxiliaries, aspectuals, and other species of
operators (at levels of nucleus, core, and periphery). The
parsing, in any case, is a function of the glossing. There is no
such thing as a language-neutral analysis.

Just as I can describe my Burmese experiences in
English, so I --- with the help of many others over two
centuries of glossing and parsing Burmese into English--- can
describe the Burmese language in English. The question is not
Can this be done, with rigor and generality? Rather, the
question is, What are we doing when we do it?

There are, I think, as many exuberances and deficiencies
in parsing as there are in glossing. The grammatical figure of
head and modifier (endocentricity) is very robust in our
grammatical language. We would, I think, consider it the
unmarked case that words be seen as roots and affixes,
phrases as heads and modifiers, and clauses as predicates and
arguments. In each case there is a single head or center.
Learning Burmese involves, I believe, seeing the unmarked
case as double-headedness. To use a term suggested by Mary
Haas and extended by James Matisoff (1973), Burmese always
seems elaborate to an English-speaking learner. In spite of all
the so-called zero-anaphora, one always seems to have to use
more words than are necessary in Burmese, and this, I want to
suggest, is because we are not attuned to double-headedness
as a pervasive phenomenon.

Burmese words are usually built around two morphemes,
like

hma: ywin: 'mistake’ (ERROR MISPLACE)
a myin a yu 'belief (APPEAR BELIEVE)
cei na’ 'be satisfied’(GRIND COOK)

At the phrase level we are familiar with this
phenomenon of double headedness in many languages as
classifier constructions, which have many uses besides just
counting things, as in these two examples from Professor Hla
Pe’s bold attempt (Hla Pe, 1967) to render a Burmese view of
classifiers into English:



sani’ t kya (i.e. 'be systematic’)
system one fit

hma’ t me (i.e. 'be unthinkable’)
notice one lack

John Verhaar has suggested to me that we can get the same
sense of double-headedness in English in phrases like

a whale of a story

in which there is a tension between the grammatical head
(whale) and the referential head (story).

I hope that these few examples will suffice to illustrate
what is a widespread phenomenon in Burmese, double
headedness. Much in Burmese rhetoric and poetics seems to
me to be built around this grammatical figure.

I have recently argued (Becker, to appear) in more detail
than is possible now in this short essay that it can be
illuminating and more emic to think of the verb phrase in
Burmese as double headed. A structural deficiency of glossing
Burmese is, in this view, to reduce double-headed
constructions to single-headed ones.

In this double-headed view a Burmese verb phrase at its
simplest has two poles, a verb and a final particle. Around
these two poles the structure is built.

Around the left pole, the verb, before and after it, cluster
the words, almost entirely metaphors, which particularize the
referential event or act by identifying and specifving it.

Around the right pole, the final particle, before and after
it, cluster the words, also metaphors, which particularize the
language event by identifying and specifying it.

Around the two poles and between them is the
grammatical space they shape, which I will leave unexplored
here and return to the Burmese passage we have been
examining:

hta:pato.le

PUT INCLUDE TOSS EVAPORATE
PUT polite change-of state persistive
VERB auxiliary aspect euphonic

What is missing here is the sense of double-headedness, the
bipolar figure. The left pole is the verb PUT plus the polite
auxiliary, which might be seen as including the hearer in the
act of putting. (This analysis of pa is much too simple, and it
might just as well be seen as the leftmost adjunct of the right
pole in the double-headed contruction.)



The right pole in this positive imperative verb phrase is
the zero member of a set of final particles. The small set of
aspectuals occur before indicative finals, and after the
negative imperative final, so that we might put the final into
the gloss just before the aspectual (to.):

VERB auxiliary (FINAL) aspect euphonic

Since the absence of the final is significant in Burmese, it is, 1
think, important to include it in the glossing. That is, zero
makes sense in indicating a deficiency, but not as an
exuberance (like, for instance, a zero marking the object of
PUT, an exuberancy of the English translation).

The goal here is not an exhaustive description of a
Burmese verb phrase, for even a single instance is extremely
complex. Translation is always a utopian task, one which
never arrives at any finality. The Burmese passage was
presented in order to illustrate a point: all grammatical
analysis of another language is always comparative, for there
is always, at any level, a great deal of exuberance and
deficiency. There is no neutral language of analysis.

And there is a more general point. It is that we
reconsider the split between linguistics and philology, not in
order to say that they are one and the same, not to recombine
them, but rather to strengthen the dialogue between the
analyst and the translator, between the parser and the glosser,
between "nature’s unalterable laws" and "human free will",
between generality and particularity, between universality and
deep cross-lingual differences. For the sake of that crucial
dialogue, I do not think it is good for linguistics if philology is
weak in either theory or practice.

Endnotes
1. A thorough discussion with complete bibliographic
reference concerning the split between linguistics and
philology and Schleicher’s role in it can be found in Arbuckle,
1970-71.
2. A more complete description of Burmese verb phrases is to
appear in Becker, (to appear). The phrase discussed here is
from the story by Dr. Maung Maung Nyo, "ingalan
ameiyikanhnin. myanmapyitha:" (A Burmese Encounters
England and America) (Rangoon, 1977), provided to me by
John Okell.
3. The results of the Sino-Tibetan Etymological Dictionary
Project under the direction of James Matisoff at Berkeley will
help us check the accuracy of the glossing of these metaphors.
I feel sure that these words, and other so-called particles, can
be described as metaphors, but less sure that I have correctly
captured their metaphoric action.




4. The parsing is based on the grammatical descriptions of
Allott, 1965; Okell, 1969; and Wheatley, 1982. They bear no
responsibility, however, for the reanalysis undertaken here.
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TEMPORAL BOUNDARIES IN ALSEA
Eugene Buckley
University of California, Berkeley

This paper proposes a new analysis of the aspectual system of Alsea —
specifically, the way temporal boundaries are marked. The only existing grammar,
a manuscript by Leo J. Frachtenberg (1918), gives an unclear picture of how time
is marked in Alsea. Frachtenberg describes the suffix -ai' as the ‘inchoative’,
which I consider to be basically correct, but calls -x a ‘verbalizing suffix’ which is
‘dropped’ under ill-defined circumstances (p. 149f). I argue that this -x is actually
a COMPLETIVE marker which indicates the final boundary of an event in time, while
the INCHOATIVE, conversely, marks the initial boundary. Together they constitute
the primary means by which Alsea codes the temporal nature of an event.!

The inchoative?

The inchoative suffix -ai* shows that the action described by the verb has a
definite beginning, and when used by itself often can be translated by the English
‘begin’. It is subject to considerable phonetic variation, although the most common
form is [ai'].3 Some typical uses:

(1) temyhu gami-1:
and.then be.dark-INCH
‘At last it got dark.’ (132.35)

(2) tem=ixx myhu ay-ai
and=3plS then go-INCH
‘Finally they started out.” (24.1)

(3) temyhu tp-ar
and.then fly-INCH
“Then he flew away.’ (136.9)

(4) temyhu ke-ai=slo
and.then stop-INCH=all
“Then everyone stopped.’ (26.12)

All of these examples have in common the entrance into some sort of state or
activity, which is marked by the inchoative: darkness, journey, flight, and even
cessation. It might seem a bit strange to find the verb ‘stop’ in (4) with a
morpheme that typically indicates the beginning of an action, but the crucial point is
that a new state has been entered, distinguished from the previous one by the lack
of a given activity. In a simpler but comparable context:

(5) tem=aux myghu galhk-4i
and=3duS then escape-INCH
‘So the two of them escaped.” (j70.21)

‘Escape’ is a verb which, like ‘stop’, can be thought of as referring to the end of
some state, i.e. captivity. But it is also clearer with ‘escape’ that the change in state
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can be looked at differently: not as an exit from captivity but as an entrance into
freedom. The same shift in perspective applies to the Alsea kea- ‘stop’.

The form [ai'] of the inchoative is phonetically identical to the unstressed form
of the verb ‘go’, suggesting that it may have originated as an auxiliary verb with a
meaning not far from the ‘entrance into a state’ metaphor used earlier. Since there
are no records of an earlier stage in the history of Alsea, however, this hypothesis
is based only on the phonetic similarity and the semantic plausibility of such a
development.

Since -ai" makes reference only to the beginning of the action or process, it
can be used for somewhat different situations, as in the following two sentences:

(6) temyhu kexk-4i=slo ts-hite-k
and.then assemble-INCH=all DET-body-POSS
‘“Thereupon all the people assembled.’ (132.35)

(7)  kexk-éi=slo ts-hite-k myhu
assemble-INCH=all DET-body-POSS then
‘All the people began to assemble.’ (42.22)

After sentence (6), the text goes on to describe what the people did as a group,
while following (7) is a further description of the process of assembling, including
mention of the types of people that came. The translations do not capture the
precise semantics expressed by the Alsea verb because English does not encode the
same aspectual distinctions. Alsea is here concerned only with whether the events
have a beginning and an end. In both (6) and (7) the assembly has begun, so the
inchoative is used.

All of the examples given so far are translated in English by the past tense,
even though -ai* makes no explicit reference to tense. In fact, Alsea encodes no
systematic distinction between present and past time, relying on the context and
logic of the sentence, along with the aspect markers, to convey the idea of tense.
The inchoative by its very nature is unlikely to be interpreted as present tense, since
it basically refers to a single point in time at which one state gave way to another.
But the new state may indeed continue in the present, as in the following:

(8) tém=Ha hike gaidf 4tsk-ai’
and=but just immediately sleep-INCH
“Then he just fell right to sleep.’ (134.12)

9) atsk-ai myhu
sleep-INCH now
‘He is asleep now.’ (j71.37)

These two verbs are marked exactly alike in Alsea (I do not believe that the stress
shift is significant here), but they have been rendered by different tenses in the
English equivalents. In essence they refer to the same situation — a state of sleep
which has begun — but the context demands different interpretations. Sentence (8)
is found in a series of past events and, accompanied by the adverb ‘immediately’,
suggests an emphasis on the punctual entrance into the state; (9) is spoken by a
character in the story who has been waiting for the subject to fall asleep.# Here the
English present perfect would be a more literal translation (‘he has fallen asleep”),
but the distinction is not a necessary one: compare the French ‘il est mort’, which



can mean ‘he died’, ‘he has died’, and ‘he is dead’; or ‘il est parti’ meaning ‘he
left’, ‘he has left’, and ‘he is gone’. The important factor in these French
sentences, and on a much wider scale in Alsea, is that the new state has begun. A
strictly present-tense meaning (‘he is falling asleep this very minute’) is not attested
for atsk-4i". Since the texts do not provide an example of this sentence, it is unclear
how an Alsea speaker would have expressed such an idea — though the next
paragraph presents a possible candidate.

A variation on the inchoative use of ai*- is found in its appearance with the
prefix x- and the suffix -u. This combination of three elements, which I have
termed the ‘transitional’, describes a transition from one state to another, similar to
the use of ‘become’ in English. The suffix -u' seems to occur only in combination
with the inchoative (unstressed); the prefix x- elsewhere conveys a transitive,
causative, or intensive idea, but here it seems to contribute nothing in particular
aside from being a necessary part of this construction, which is intransitive:

(10) temyhu  Xxa-dlkin-iy-u
and.then TRNL-quiet-INCH-TRNL
“Then he quieted down.” (64.37)

(11) tem=aux myhu Xa-daltuxt-iy-u
and=3duS then TRNL-be.big-INCH-TRNL
“They grew tall.” (124.10)

(12) x-d4g-ay-u=axa
TRNL-be.well-INCH-TRNL=again
‘She became well again.” (j75.9)

While the inchoative alone denotes change from one state to another, the transitional
gives more emphasis to the actual process of change.

The completive

The second major morpheme marking temporal boundaries is -x, which I am
calling the completive.> An epenthetic [8] or [a] is often added. The completive is
the inverse of the inchoative, since it indicates whether there is a terminal boundary
to the action or process — i.e. whether or not it is completed. The subsequent
events may certainly be related to the one marked with the completive — they may
in fact be the direct result of the first one — but they are seen as distinct in their
performance:

(13) hik=axa tsliydg-t-ax, gén-t-xa myhu
just=again straighten-STAT-CMPL die-STAT-CMPL finally
‘He just straightened out again, and died.” (j69.11)

(14) tem xoadi's-x xas mashdélsla-tsxo
and look-CMPL ERG.DET woman-AUG
“The old woman looked around.’ (134.22)

(15) temyhu mis=axa wil-x
and.then RLS.COMP=back come-CMPL
‘And then after she came back...” (154.10)
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(16) tém=ha ailfki' kéxke-s-t-ax=slo
and=but already together-?-STAT-CMPL=all
‘...the people had already assembled.’ (154.10)

In these examples the completive -x marks two similar types of completion.
‘Straighten out’ and ‘die’ in (13) and ‘look’ in (14) are simply actions or events that
are finished; in principle they had beginnings, but only the fact that they are now
accomplished is relevant to the narrative. It would be theoretically possible to treat
‘die’ as entry into a new state (as with ‘stop), but it is not surprising that the state
preceding death, i.e. life, should be considered much more important than whatever
may follow, and the finality is definitely more salient than the transition in states.
Similarly, in (14) the woman looks around and then immediately announces what
she has seen, so the process and its beginning are not as important as the completed
act of perception. (15) and (16), which make up one sentence in the text,
demonstrate the use of -x to show that the events are over with before the next
actions take place. The verb wil- ‘come, arrive’ is almost always used with the
completive, which is logical since it refers to the end of a journey; it can be used
with the inchoative, though, if the origin of something which has recently arrived is
being considered:

(17) k/ist/is=axa phains-4i'-m hak-nikeai wil-f-sal
RES/IduS/*=back go.see-INCH-INTR ABL-where come-INCH-DSTR
“Then we will go see where it started.” (214.34)

The use of suffixes with kexk- ‘assemble’ illustrates the highly subjective
nature of aspect. In (6) and (7) I gave kexk-4i' as an example of the inchoative, and
now in (16) we have kdxke-s-t-ox (the -s and -t suffixes are explained below). The
difference is in the perspective of the speaker. The inchoative is used when the
process of assembling is viewed from the beginning, as in (6), since the relevant
characters are present to observe. When the ‘protagonist’ arrives after the gathering
has already taken place, however — as is the case in (16) — the transition from ‘no
people’ to ‘many people’ is unimportant: all that matters is that the people are there
now. This difference is expressed in English with the past perfect aspect ‘had
assembled’.

Special uses of the completive

There are several verbs which are used with the completive even though they
seem to be stative in nature, i.e. they do not seem to describe completed actions but
rather on-going situations. For example, tqaiélt- ‘want, like’ seems to require -x
for all realis constructions:

(18) fmsta tém=in tqaidlt-ax  sis kexk-4i'-m
thus and=1sgS want-CMPL IRR.COMP assemble-INCH-INTR
‘For that reason I want [the people] to assemble.” (42.26)

(19) 'x/an/i'ya?  tqaidlt-ox
NEG/1sgS/* like-CMPL
‘I don’t like it.” (48.18)



(20) 'xiya? ga-ukeai tqaidld-ex
NEG ERG-someone want-CMPL
‘Nobody wanted him.” (j72.20)

Note that the same form is used for the present and past time interpretations; as with
the inchoative examples above, the context determines the appropriate English
tense. The completive can be justified by defining tqaiélt- as ‘take a liking to, be
struck with a desire to’; these events would have to be completed before the feeling
of liking or wanting could exist.6

A similar pattern is found with the verb yats- ‘live, stay’. This verb also has
a formulaic use at the beginning of a narrative to establish the existence of a
character:

(21) xdm-at s=hitslam  yéats-x
one-ADJ DET=person live-CMPL
“There once lived a certain man.’ (j72.19)

(22) yé&ts-x=aux k&axke
live-CMPL=3duS together
“The two of them lived together.” (116.1)

(23) yats-x=ax=a h{ki
live-CMPL=25gS=Q here
‘Do you live here?’ (j65.4)

As with tqaidlt-, these examples show -x in the present and past. And also like
tqaidlt-, the semantics of ya'ts- must be defined within Alsea, not according to
English equivalents. In reality this verb seems to mean ‘take up residence’
(compare sentence (33)), an action which must be completed before the state of
residence can begin — hence the completive. The inchoative is not used in this
context because the residence was established at an earlier point in time which is not
relevant to the discourse; only the established residence is important.

Whereas the completive views an action as over and done with, the inchoative
marks a process which has begun but could at any time come to an end. Thus,
when it takes the inchoative, ya'ts- (unstressed form i'ts-) is best understood as
‘stay’, a more temporary notion than ‘live’:

(24) tem-4dux myhu its-4i xUsi qdtss
and-3duS then stay-INCH little long.time
“The two of them stayed for a little while.” (74.19)

The period of ‘staying’ starts after other events in the narrative, so the beginning is
salient. Frachtenberg’s translation:

And when he arrived home he began to make his son (well). Then after he
got through (with) him they two staid [sic] in the house for a little while.
Then one day Suku said to his two cousins... (p. 75)

The inchoative indicates that the stay begins and then lasts for a while; the end of
the stay is not explicit in the story, so no completive is used. Still, the completive
can be used with yats- to mean ‘stay’ in the right context:
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(25) temyhu 'xiya? gétse ya&ts-x i's  itsdis
and.then NEG long.time stay-CMPL LOC house
‘He had not been in the house very long [when...]’ (72.11)

Here ‘stay’ is used to refer to a period of inactivity, not just location in a given
place; the rest of the sentence describes the character’s actions shortly after entering
the house—after the inactive ‘stay’ is over. The end of this stay is the only salient
part here, so the inchoative would be inappropriate.

A third verb which seems to exhibit a strange use of the completive is matén-
‘know’. In the texts it is always used with the suffix -x:

(26) hamsti?t=ax hike intskf's maldn-x
every=2sgS just thing know-CMPL
“You know everything.” (40.13)

(27) matdn-x=an k=in=alx iltg-4a
know-CMPL=1sgS FUT=1sgS=3du0 do-TR.INCH
‘Tknow what I will do to those two.” (j74.10)

(28) tem=&"x myhu matdn-iy-u-xu
and=1plS now know-INCH-2sgO-CMPL
‘Now we know you.” (40.11)

It would appear that the best way to explain this usage is, as before, through an
appeal to the semantics of the verb. If matén- means ‘come to know, realize;
become acquainted with’, then the need to complete this action before knowledge
exists is ample explanation for the completive. The completive alone implies that
the process of ‘coming to know’ was either very short or simply unimportant; this
is the normal situation when a fact is involved, as in (26) and (27), since learning a
fact is generally just a matter of hearing it. The use of both the inchoative and the
completive in (28) serves as further support for this analysis of the meaning of
matd'n-. As explained in the next section, the two suffixes together mark the
beginning and end boundaries and imply that the process took a certain length of
time and is relevant to the narrative. This is a natural way to interpret (28) because
it refers to knowledge of a person’s qualities and abilities, something which takes
time to learn. To quote Frachtenberg’s translation of the context for both (26) and
(28):

Verily, now we know thee. For that very reason will our hearts be strong
once more, because we know thee. Thou knowest everything. (p. 41;
emphasis added)

There are two kinds of ‘know’ here. The first type, which is seen in the first two
instances, employs both the inchoative and completive, and could be paraphrased
‘we have come to know you’. This usage is also found elsewhere in a similar
context, where knowledge of a person is similarly being discussed:

(29) matan-iy-smts-x=ast
know-INCH-1sgO-CMPL=IduQ
‘He knows the two of us.” (j71.28)



Here again the knowledge referred to is that of character or personality, which
would allow one to predict the others’ actions after having ‘come to know’ them.
In contrast, the second type of ‘know’ in the passage, marked only with the
completive, would sound strange as ‘you have come to know everything’. There is
no implication in the story that this omniscience is the result of long study; indeed,
since the addressee (Coyote) is a mythical figure, it is natural to treat his knowledge
as something which now exists but has an uncertain origin. Given the postulated
definition of matén-, the completive would express this attitude.

Combinations and contrasts

As mentioned above, the inchoative -ai' and completive -x can be used
together. In fact, this is a frequent combination, which refers to a process seen as
bounded in time both initially and finally; often it is not unlike the traditional
definition of the aorist. The dual boundedness can imply that the process is a short
one, since it is not free to extend in either temporal ‘direction’:

(30) namk k/alx/uts  qt-i-xa k=as kux
when HAB/3duS/* climb.over-INCH-CMPL LOC=DET log
‘Whenever they climbed over a log...” (j71.12)

(31) temghu tipx-4-In-x
and.then offer.food-INCH-PASS-CMPL
“Then he was offered food.” (j74.27)

(32) tlul-di-xa
swim-INCH-CMPL
‘He swam for a short time [but floated right back].” (62.21)

Al of these actions are relatively short in duration and clearly definable in time; each
is easy to see as a unit. The last example, which is located in a series of similar
usages, resembles the use of a perfective prefix in Russian to mean ‘for a little
while’ (e.g. govorit’ ‘talk,” po-govorit’ ‘have a talk’). Recall the definition earlier
(examples (21) to (23)) of the verb yats- as ‘take up residence’; this definition is
clearly supported by the following usage:

(33) temghu i's  xam-at s=lehwi  wil-x tem its-4i-xa
and.then LOC one-ADJ DET=place come-CMPL and live-INCH-CMPL
“Then he came to a place and took up residence.’ (1 18.2)

Here the deliberate act of moving in is bounded by his journey there and his
subsequent wooing of a wife, so both the inchoative and completive are used.

With appropriate modifiers the action can have a longer duration, but it must
remain bounded in the mind of the speaker:

(34) tem=uk¥ hike gétse uy[u]-di-xa-sxa
and=away just long.time barrier-INCH-CMPL-REFL
‘He made a barrier of himself for a long time.” (72.31)

Whatever the length of the action, the fundmental property of boundedness remains
unchanged. The beginning and end are very clear in this particular example — the
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subject pretends to have his leg stuck until the others threaten to trample him — and
nothing else is said about this period of time, so it is treated as a clearly demarcated
temporal unit. It happens to be a bigger unit than, for instance, that required in (30)
to climb over a log, but is nonetheless clearly bounded.

Perhaps the best way to get a feel for the way -ai* and -x function is to look at
their use in contrastive situations. Consider the following pair:

(35) temghu galiwi's ats-sda-k tp-4i'-xa kw{-ks=auk
and.then first ~ DET-sister-POSS jump-INCH-CMPL canoe-ALL=inside
‘First his elder sister jumped into the canoe.’ (132.12)

(36) temyhu qalpdi' ats-mutsk-ak tp-4i’
and.then next DET-younger.brother-POSS jump-INCH
‘Next his younger brother jumped.’ (132.13)

The difference in markings on the two verbs may seem at first unmotivated, but the
context offers a clear explanation (Frachtenberg’s translation):

Then after he arrived in the canoe he floated in it far out in the water.
Thereupon the elder sister jumped [tpéixa] first into the canoe; verily, she
got into it correctly. And then his younger brother jumped in [tpai'] next.
He almost fell short. He touched the water just a little bit. (p. 133)

In the first case, the jumping was begun (-ai) and completed (-x) successfully. In
the second, however, the jump from the shore (-ai’) was not immediately
completed. Frachtenberg translates this as ‘jumped in’, but I feel that this carries an
implication of completion which is not present in the original and even sounds
somewhat out of place in English, given the rest of the paragraph. Simply
‘jumped’ would be better, since the particle ‘in” here conveys a completive meaning
very similar to the Alsea -x. The narrator leaves the action literally suspended in
mid-air in order to describe the difficulties of the younger brother. The eventual
completion of the jump is implied by the subsequent sentences, which in a sense
replace the completive marking. In this situation the completive resembles the use
of the Russian perfective to imply success (ya emu po-zvonil ‘I called him’) where
the imperfective shows failure (ya emu zvonil ‘I tried to call him [but he wasn’t
home]’).7
A second pair of examples involves the verb ‘sleep”:

(37) tém=ha hike qgaidf 4tsk-ai’
and=but just immediately sleep-INCH
“Then he just fell right to sleep.” (134.12) (=8)

(38) temyhu astk-4i-xa
and.then sleep-INCH-CMPL
“Then he slept.” (174.38)

Sentence (37) says only that the state of sleep has begun. This is necessary because
the story goes on to describe how he is killed in his sleep, which is therefore never
completed (not in the normal way, at any rate). In contrast, (38) describes the entire
night, not just the beginning of the sleeping process. Thus the time spent sleeping



can be treated as a single unit, bounded in time by the events that precede and
follow it.

Finally, the beginning and end to an action can be distributed over different
verbs, especially when there are special words for different parts of the action.
Verbs of movement are prime examples of this lexical specialization:

(39) xam-{i=axa, tem=axa yals-ai
turn.back-INCH=back and=back return.home-INCH
‘He turned back and started home.’ (j66.6)

(40) temyhu mis=axa wil-x, tem pxeltsus-&-Xn-x
and.then RLS.COMP=back come-CMPL and ask-INCH-PASS-CMPL
‘And when he got back he was asked...” (j66.7)

Number (39) supplies two (somewhat redundant) examples of the same usage: the
inchoative marks the beginning of the journey homeward. Then (40), which
directly follows (39) in the text, uses the completive to mark the end of the same
journey, clearing the way for the next temporal ‘unit’: asking a question. Note that
this latter action is treated as a dually bounded unit as well, since utterances are
clearly marked in time by the linear nature of speech: every sentence must begin and
end. This is another sample of the aorist-like characteristics of -ai* and -x together.

The stative suffix

An additional suffix which interacts with the inchoative and completive
markers is the stative -t (which may be related to the homonymous adjectival
suffix).

(41) ailiki*  yux-t-ax
already disappear-STAT-CMPL
‘He had already disappeared.’ (j70.8)

(42) tém=Ha myhu kéa  gén-t-ax
and=but at.last indeed die-STAT-CMPL
‘But then he was finally dead.’ (64.38)

The suffix -t turns these punctual verbs (‘disappear’, ‘die’) into stative verbs (‘be
gone’, ‘be dead’). The addition of the completive shows that the state has been
entered, i.e. that the punctual action required to enter the state has been completed;
this punctual action is that described by the verb stem which takes the stative suffix
(here, disappearance and death). This combination resembles the inchoative with
certain verbs, such as galhk-ai ‘she has escaped’ or qam?-i* ‘it got dark’. This
apparently paradoxical functional overlap can be explained by defining the verbs
which take the inchoative as already denoting a state or process — for example, ‘be
f{ee’ i’nstead of ‘escape’, ‘be dark’ instead of ‘become dark’, ‘go’ instead of
eave’.

It is still possible, however, to use the stative -t with an inherently stative
verb, as long as an intermediate step is included: the addition of the suffix -s. This
suffix, which is homonymous with the nominalizing suffix, is of unclear meaning,
beyond the fact that it must be present when the stative suffix is used with a stative
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verb. The completive then emphasizes that the action of the verb precedes the
action of the following verb:

(43) tém=Ha hike qaidr atsk-ai'
and=but just immediately sleep-INCH
“Then he just fell right to sleep.” (134.12) (=37)

(44) temghu mis tsd?me &tsk-as-t-ox
and.then RLS.COMP very  sleep-?-STAT-CMPL
“Then after he was sound asleep...” (134.13)

These two sentences, which occur consecutively in the text, differ primarily in the
perspective of the speaker. In (43), the fact that the man is entering a sleeping state
is most important; the focus is on the moment, as a part of the narrative, when he
falls asleep. Then, in (44), the crucial fact is that he is now in a deep state of sleep
(which will allow the others to kill him). The stative-completive is like a look back
over one’s shoulder at the completed entrance into the state, while the inchoative
observes the beginning with eyes straight ahead, in accordance with the natural
flow of time.

The following examples with the verb xo'h- ‘climb’ further illustrate the
interaction of the inchoative, completive, and stative:

(45) k/dk/ts myhu gahalt xoh-4i
HAB/up/* now seemingly climb-INCH
‘He would pretend to start climbing up.’ (60.15)

(46) tem qauwa? hi'ke 14teq Xxoh-4i-xa
and whole just thing climb-INCH-CMPL
“Then the whole group climbed up.’ (60.10)

47) temghu mis X&h-as-t-ax, tem tsilh-4i
and.now RLS.COMP climb-?-STAT-CMPL and sing-INCH
‘After he got to the top, he started to sing.” (60.14)

The inchoative in (45) shows that the action is begun but not completed (since he is
only pretending to climb up, and slides back down shortly after beginning). The
inchoative and the completive in (46) together mark an action with a clear beginning
(Ieaving the ground) and end (reaching the top). The stative and completive in (47)
focus on the end of the process of climbing, which must be finished before the
singing can begin. Notice also that this -s-t-ax construction is used with the realis
complementizer mis ‘when, after’ in both (44) and (47). In fact, almost all verbs
marked with this precise combination of suffixes occur in clauses introduced by
mis; however, there are some exceptions, as in (51):

(48) mis Kdg-s-t-ax
RLS.COMP come.ashore-?-STAT-CMPL
‘After he came ashore...” (62.18)

(49) mis=ixx myghu xéd-s-t-ax
RLS.COMP=3pIS at.last cross-?-STAT-CMPL
‘When they finally got across...” (134.28)



(50) tem mis=aux myhu  hésk-1is-t-ax
and RLS.COMP=3duS at.last die-?-STAT-CMPL
‘After they were dead...’ (373.32)

(51) tém=ha ailiki kaxke-s-t-ax=slo
and=but already together-2-STAT-CMPL=all
“The people had already assembled.” (154.10)

Both mis ‘after’ and ailiki' ‘already’ focus on the end of a state or event, so it is
quite natural that the stative-completive construction, which has the same emphasis,
is usually used with one of them.

Irrealis forms

Both the inchoative and completive have special forms in the irrealis mood.
One of these, the transitive inchoative -aa, can be seen in (27). This portmanteau
morpheme is always used in the irrealis when there is a third-person object. With
intransitive verbs, or transitive verbs with a first- or second-person object, the form
of the inchoative is identical to that used in the realis.

More interesting is the status of the completive in the irrealis mood. The
suffix -x seems to be used only in the fixed stative-completive construction; and
when there is no emphasis on the end of an action, then a verb like ‘come’, which
so commonly takes the completive in the realis, may occur as a simple stem
(reminiscent of the English subjunctive):

(52) tgaidlt-x=an sis hi%qa wil as gdna
want-CMPL=1sgS IRR.COMP quickly come DET coroner
‘] want the coroner to come right away.” (220.25)

In (52) the emphasis is on notifying the coroner to come, and not yet on his arrival;
thus it is not surprising that the completive is not used. When a completive
meaning is desired, however, a special allomorph -i' is found:

(53) k=Uk=3n héits wil-1
FUT=who=Q here come-CMPL
“Who will come here?’ (214.4)

The same suffix is used with the verbs discussed above that generally take the
completive:

(54) si/p/s xam? intskf's  matdn-1i
IRR.COMP/2plS/* one something know-CMPL
‘[It's good] that one of you knows something.” (184.21)

(55) si/p/s tqaidld-1i
IRR.COMP/2pl1S/* want-CMPL
‘If you desire it...” (24.3)

(56) k=xan hike kdaxke ydts—i
FUT=EduS just together stay-CMPL
‘She and I will stay together.” (j69.31)
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Thus the suffix -i* appears to be simply the irrealis completive, used in those
relatively uncommon cases in which the end of a future action is in focus.

To summarize, the inchoative indicates that an action or process has begun.
The addition of the transitional emphasizes the change from the first state to the
second. The completive marks the end of an action or process. Together the
inchoative and completive mark the event as a single unit bounded in time,
regardless of its duration. The inchoative and completive interact with the stative
suffix, which allows a punctual verb to be used statively. Finally, special forms of
the inchoative and completive are used in the irrealis mood.

Abbreviations

Each example sentence is given with the page and line number where it is
found; those preceded by ‘j’ are from Frachtenberg (1917), others are from
Frachtenberg (1920).

Translations of lexical meaning are given in lower case, and grammatical
functions are given in upper case. The following abbreviations have been used:
ABL ablative, ADJ adjectival, ALL allative, AUG augmentative, COMP
complementizer, CMPL completive, DET determiner, DSTR distributive, ERG
ergative, FUT future, HAB habitual, INCH inchoative, INTR intransitive (irrealis),
IRR irrealis, LOC locative, NEG negative, PASS passive, POSS possessive (third
person), Q interrogative, REFL reflexive, RES resultative, RLS realis, STAT
stative, TR transitive, TRNL transitional. For pronouns: 1, 2, 3 = first, second,
third person; I, E = inclusive, exclusive (first person); sg, du, pl = singular, dual,
plural; S, O, IO, P = subject, object, indirect object, possessive. An asterisk *)
marks the second half of a discontinuous morpheme that has been divided by a
clitic; the first half is the initial element of the morpheme cluster. Affixes are set off
by a hyphen (-), clitics by an equals sign (=). Clitics dividing a discontinuous
morpheme are set off by slashes (/).

The Alsea data preserve the distinctions in Frachtenberg’s original
nonphonemic transcription, though adapted to the Americanist alphabet. The
symbol [k] is a palatalized stop, and the small raised letters represent
Frachtenberg’s ‘resonance and epenthetic vowels’. Except where stated otherwise,
the free translations given here reflect the published version but have been edited for
style.

Notes

1 Alsea is an extinct language which was spoken on the Oregon coast. Data here
are from Frachtenberg (1917, 1920). I would like to thank Scott DeLancey and
Colette Craig for their help on my undergraduate thesis (Buckley 1986), parts of
which form the basis of this paper; also Natasha Beery and Orin Gensler for their
comments on an earlier draft of the paper itself, and Herb Luthin for careful
proofreading of the finished product.

As the following discussion reveals, the Alsea suffix is of more general
application than the traditional definition of ‘inchoative’ implies; this term was
chosen for lack of a good alternative.



3 After a dental or glottal consonant, except [s] and [ts], the inchoative becomes
[i"]; before the passive suffix -in it is found as [a] or [a]; after a uvular it becomes
[e'], unless a vowel follows; and it combines with a preceding [u] to make [u'i].
The inchoative suffix almost always takes the accent, but there are a few cases were
the verbal root takes it instead.

4 The word mhu ‘now’ is of little help since it occurs constantly in past-time
narratives and often means ‘then’ or ‘at last’. It seems to serve usually as a simple
transitional word, especially in combination with tem ‘and’.

5 Although this term is sometimes used as a synonym for ‘perfective’, the
morpheme -X is not precisely the same as a perfective.

6 "Alternatively, the verb could be lexically marked as belonging to a
morphological class which always requires the completive, though this lexical
solution seems more arbitrary. See below for further evidence for a semantic
ex_Planation.

This second mention of the Russian perfective is intended only to illustrate the
Alsea data and draw another parallel between the ‘completive’ and a traditional
‘perfective’; it is not intended to imply any deeper semantic parallels between the
aspectual systems of the two languages.
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IN DEFENSE OF MORPHEME STRUCTURE RULES:
EVIDENCE FROM VOWEL HARMONY
Donald G. Churma
SUNY, Buffalo

There are four different views that have been held or are currently held concerning the
existence, or lack thereof, of morpheme structure rules (MSRs). The first view, that of
‘classical’ generative phonology (e.g., Halle 1959, 1962), is that they do indeed exist, and
furthermore are ordered in a block before all phonlogical rules proper, filling in unspecified
(redundant) feature values; as a result, phonological rules operate only on fﬁlly—speciﬁed
feature matrices. This view was challenged by Stanley 1967, who argued that generative
MSRs should be replaced by static ‘morpheme structure conditions’ (MSCs) which govern
permissible fully-specified underlying representations. The MSC approach has been adopted
in most subsequent research, including the influential Chomsky and Halle 1968 and the
popular textbook of Kenstowicz and Kisseberth 1979. A third view, advocated by Stampe
1973, Lee 1975, 1976, Donegan and Stampe 1979, Kiparsky 1982, and Churma 1984a, 1987,
is that only MSRs exist, and that they can apply freely (subject to universal, and perhaps
language-specific, constraints on rule interaction) in the phonology. On this view, MSRs
(called ‘natural processes’ by Donegan and Stampe and ‘universal redundancy rules’ by
Kiparsky) are members of a set of rules that is universal in nature, and a language is marked
to the extent that it does not exhibit these processes.! There is no necessary distinction
between MSRs and other kinds of phonological rules on this view, although phonological
rules that are not MSRs may develop as a result of complications induced by phonological
change (rule telescoping, rule inversion, analogical leveling, etc.). The final view (cf., for
example, Stewart 1983, Archangeli and Pulleyblank 1986) maintains that both MSRs and
MSCs (or something very much like these — Stewart employs ‘word structure conditions’ and
rules triggered by violations of these conditions, and Archangeli and Pulleyblank’s notation
is somewhat exotic) exist. The rules in question may apply in the phonology in Archangeli
and Pulleyblank’s system, and may apply only in the phonology for Stewart.? In this
paper, I will defend the third position, that constraints on morpheme structure may be
stated only in terms of (universal) MSRs. The basis for my arguments will be the vowel
harmony systems based on the feature [ATR] found in various African languages.3

1. Akan, Kinande, and Maasai.

As Kiparsky 1982:53-4, 58-84 has pointed out, there is one very strong piece of evidence
that MSRs must be allowed to apply to the output of phonological rules: otherwise, we must
posit phonological rules that either are identical to MSRs (if a ‘standard’ MSR. approach
is adopted) or have the effect of converting segments or sequences of segments that the
MSCs disallow into permissible (sequences of) segments. In either case, as IKenstowicz
and Kisseberth 1977 have pointed out, we will have a ‘duplication problem’: two distinct
(albeit identical-looking, in the first case) mechanisms are being employed to prevent a single
configuration from surfacing.

On the other hand, there appears to be evidence that MSCs must be permitted (cf.
Kiparsky 1985), since employing them allows for an explanation of which vowels are ‘opaque’
to harmony. For example, there are no [+ATR] low vowels in Akan.* This constraint can
be expressed by the following MSC:

(1) *[V, +ATR, +low]

If we suppose that the application of phonological rules (in the lexical phonology) is con-
strained by a principle of ‘Structure Preservation’, so that no segment that violates an MSC
may be created, then it follows that /a/ will block the spread of [+ATR], since otherwise a



non-permitted [+ATR] low vowel would be created. Notice that the only way of accounting
for the opacity of /a/ in a theory that disallows MSCs like (1) is building this fact into
the statement of the harmony rule, in this case by restricting the harmony rule so that it
may affect only non-low vowels. But doing so appears to be making the claim that the fact
that harmony affects only non-low vowels and the fact that an impermissible segment would
result if harmony were to affect a low vowel are unrelated.

It is entirely possible that these facts are indeed unrelated. First of all, restrictions on
harmony rules such as that suggested above are common even when no violations of putative
MSCs would result, e.g., harmony may apply only when the target and trigger vowels agree
in height, as in Yokuts, Bobangi, and Ngbaka (cf. Churma 1984a). Furthermore, there are
languages that have ATR harmony and no [+ATR] low vowels, and in which these vowels
are not opaque. In Kinande (Schlindwein 1987), /a/ is transparent to one of the two ATR
harmony rules. In Maasai (Wallace 1981, Churma 1987), /a/ is opaque for purposes of
leftward harmony, but not rightward harmony, where it surfaces as [0] in [+ATR] contexts.
As argued in the works cited, the most plausible way of accounting for the a/0 alternation is
allowing harmony in its rightward incarnation (but not its leftward one) to create a [+ATR]
low vowel, which is subsequently affected by MSRs. These MSRs are given in (2), and a
schematic account of the derivation of [0] from /a/ is provided in (3):

(2) a. [V, +ATR] —[-low] b. [V, —low, +back] —[+round]
(3) /a/ —(harmony) o —(rule (2a)) [V, —low, ...] —(rule (2b)) [0]

Clearly, this account is incompatible with a pure MSC/Structure Preservation approach.

The Maasai case might be viewed somewhat suspiciously in the light of the unusual
difference between leftward and rightward harmony. There are, however, other cases of
this nature. Pulleyblank 1986 has argued that a similar approach is required in order to
account for the fact that in Okpe certain instances of /a/ surface as [e] in [+ATR] contexts.
There is, once again, a left-right asymmetry in Okpe (although Pulleyblank doesn’t treat
the phenomenon in question in these terms), and in addition, the data that provide the basis
for Pulleyblank’s analysis are sufficiently scanty that I, at least would not be willing to draw
any conclusions from the little that we know about Okpe.® I will therefore examine in a fair
amount of detail a language for which the data are relatively abundant, and for which there
is no left-right asymmetry. The language in question is Tunen, a Bantu language spoken in
Cameroon, as described by Dugast 1967, 1971 and Mous 1986.

2. Tunen.
Tunen has a surface eight-vowel system:®
4) i e o u 9 [+ATR])

e 9 a [-ATR]

Like Maasai, Tunen has a harmony system in which [+ATR] is dominant, in the sense
that, if a word contains a [+ATR)] vowel, in either prefix, suffix, or root, all vowels in the
word surface as [+ATR]; otherwise, all vowels surface as [-ATR]. Thus, there are some
vowels which are invariably [+ATR], while others exhibit an alternation with respect to
this feature. For example, there are some morphemes that invariably surface with [3], while
others have vowels that surface as [a] in [~ATR] environments and as [9] in [+ATR] contexts.
The mid vowels behave somewhat unexpectedly, however; consider the data in (5), where
-en/in can be glossed roughly ‘(to VERB) for somebody’, and -7 is a causativizer (following
common pratice, morphemes that contain a dominant vowel are starred):

(5) a. falab-en / faldb - i* ‘build’ d. huk* -in / huk* -i* ‘blow’
b. fop*-in / fop* - i* ‘exchange’® e. kol*-in / kol* - i* ‘buy medicine’
c. fol-en / fol-i* ‘borrow’ f. kol-en /kul-i* ‘create’
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The alternation involving the stem vowels in (5a) is straightforward, as is that in (5¢);
the underlyingly [+ATR] causative suffix triggers harmony in the stem. In (5b, d), we
find that dominant stems appear to trigger both [+ATR] harmony with respect to recessive
suffixes and some kind of raising process. Finally, in (5e, f), there are two different kinds of
segments that may surface as [0], one which triggers harmony in a recessive suffix, and one
that does not, and which, when in a [+ATR] context, also appears to undergo what may be
the same raising rule as that just alluded to. Mous proposes that the second kind of o carries
a diacritic [+R] (for recessive), and that the vowel harmony rule (a negative coocurrence
restriction, violation of which triggers application of an associated rule, actually) and the
raising rule are sensitive to the presence or absence of this diacritic (p. 289). He dismisses
what appears to be a fairly obvious alternative analysis, in which the vowels involved in the
height alternation are underlyingly [~ ATR] high vowels (cf. Stewart and Van Leynseele 1979
for a segmental account of this nature, and Edwards 1987 for an autosegmental account),
on the grounds that it would involve excessive abstractness (p- 294). On this latter kind of
analysis, £/i would be /I/, and the o in (5f) /U/, while the o in (5¢) would be /o/. If such
an analysis is adopted, then ATR harmony can be accounted for by the mirror image rule
in (6a), after which the absolute neutralization rules in (6b, ¢) would apply:”

(6) . V —[+ATR]// [+ATR] Co __
b. [~ATR, -+high] —[+ATR, —high]
C. [+ATR; _hlgh; _baCk] _’[_ATR] / [X - Y]root, suffiz, Class 19 prefic

Thus, when harmony is inapplicable, /I/ and /U/ will be subjected to the absolute neutral-
ization rule (6b), thereby becoming /e/ and /o/, respectively. The former is then subjected
to a further neutralization rule, and surfaces as [€] in the rather motley collection of mor-
phological environments specified in'(6¢). This rule would explain, in addition to the e/fi
alternation, the greater number of roots with € rather than e in the variety studied by Mous
(cf. note 6). Derivations illustrating this kind of approach are given in (7):

(7) a. huk-In b. kol-1In c. kUl-In Underlying
huk - in kol - in _ Rule (6a)
_ _ kol - en Rule (6b)
_ _ kol - en Rule (6¢)

When there is a dominant stem, it triggers harmony, and the suffix vowel surfaces as ],
as illustrated in (7a, b). When the root is (underlyingly) [~ATR], however, harmony is
inapplicable, and the abstract high vowels surface as mid, due to the application of one or
both of the neutralization rules, as in (7c).

There is a problem with this account, however, concerning the restrictions on rule (6b),
at least within the theory of lexical phonology (cf. Kiparsky 1982, 1985, Mohanan 1982).
Note first that this rule must apply post-lexically, because it is structure-changing and
applies in non-derived environments, and the Strict Cycle Condition would therefore block
its application in the lexical phonology. If it does apply in the post-lexical phonology,
however, then it cannot have access to even morphological bracketing information (assuming
some version of the bracket erasure convention), let alone such properties as being a Class
19 noun class prefix.® Thus, regardless of the position one takes on how much abstractness
is allowable, the analysis under discussion is not tenable in the case of the front vowels, at
least from the perspective of lexical phonolgy.?

Even apart from this theory-specific technical problem, there is reason to question this
approach. If both underlying /e/ and /e/ from underlying /I/ are affected by rule (6¢), then
we might expect that those /e/s that are derived from the former should behave like what
they are underlyingly - in particular, [+ATR] - just as the different kinds of o in (5e, 1)



do. However, vowels that can surface as [€] uniformly fail to trigger harmony, and always
surface as [i] in [+ATR] contexts;'® they must all therefore be treated as being underlyingly
[~ATR] (and [+high]). On this analysis, then, there would be an extremely odd distribution
of underlying /e/s: they would occur only in a handful of pronominal class prefixes, and
possibly a few roots.!! What happened to all the /e/s?

Suppose, then, that we try an alternative approach. What if /1/ merges directly with
/€/ in the odd assortment of environments specified in (6c), instead of going through the
intermediate stage? (This is, in fact, what Stewart and Van Leynseele 1979 have suggested
in their informal diachronic account, if I have interpreted them correctly.) That is, the rules
in (6) would be replaced by:

(8) a. [_ATR; _baCk] _’[-hlgh] / [X _ Y]root, suffiz, Class 19 prefiz
b. [-ATR, +high] —[+ATR, —high] (elsewhere)

Thus, /1/ will surface as [€] in the right places (with a few possible exceptions — see below),
and those /I/s that have not been affected by (8a) (i.e., those in prefixes other than the Class
19 prefix) will be subject to (8b) (=(6b)), which will necessarily follow (8a) by virtue of
the Elsewhere Condition (cf. Kiparsky 1973), and these vowels will also behave for purposes
of harmony like the [~ATR] vowels that, underlyingly, they are. Derivations illustrating
this kind of approach are given in (9), where /I/ is the Class 7 prefix, /hI/ the Class 19
prefix, and the roots are glossed as ‘peigne’, ‘dossier’ and ‘banane’, respectively (cf. Dugast
1971:73, 84):

(9) a. I-fal b. hI- bene c. hI-bul Underlying
I - hi - bul Harmony
o he - bene _ Rule (8a)
e - fal - _ Rule (8b)

But once again, we will be positing a curiously asymmetrical (nearly) /e/-less vowel sys-
tem, and the feature-changing neutralization rules will have to apply post-lexically in order
to be able to affect their non-derived inputs, and so could not have access to the required
morphological information. Furthermore, on this account, there would be no underlying
/€/s, and it is predicted that there can be no ¢/i alternations in roots, which, as pointed
out in note 11, is not the case. )

The source of much of the trouble with these accounts is the necessity for morphological
restrictions on some neutralization rule. Suppose, then, that we get rid of any rule that re-
quires such conditioning. The problem then becomes how to account for the ¢/i alternation
in the troublesome environments without setting up an abstract /I/. Let us try positing
that [€] is underlyingly just what it looks like, i.e., /¢/. When it isin a [+ATR] environment,
it would then be expected to surface as [e], which, it will be recalled, actually occurs only
rarely in roots. Because of this near lack of es, Mous (p. 282) sets up a ‘Well Formedness
Condition’ that disallows it. When in the course of a derivation a structure that violates
a WFC arises, an associated ‘automatic rule’ applies to fix things up (cf. Stewart 1983), in
this case ‘V —[+high]’. This approach is in this respect similar to the MSR, approach (and,
of course, incompatible with a pure MSC approach). On an MSR approach, however, there
would be no need for a WFC, which would be implicit in the structural description of the
MSR:

(10) [V, +ATR, —back] —[+high]

On either an MSR or an automatic rule approach, underlying /¢/ would first be converted
to /e/ in [+ATR] contexts by the harmony rule, and then undergo a rule that raises the
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output of harmony to [i]. Notice also that, while we still have a vowel system with (almost)
no /efs, the presence of (10) in the grammar as an MSR can explain this lack and the
fact that ¢ alternates with something other than its [+ATR] counterpart.!? A static MSC
approach would be unable to relate these two facts.

However, front vowels in prefixes other than the Class 19 prefix usually surface as [e] when
in a [-ATR] context (e.g., the Class 7 prefix, as illustrated in (9a)),'® and there may be a few
root vowels which are invariably [e] (cf. note 11); these vowels must somehow be prevented
from undergoing the raising rule. What is more, some way of accounting for the fact that
these prefix vowels surface as [i] when they are in a [+ATR] context must be provided.
But note that if these vowels were underlyingly /I/, they would be affected by rule (8b) —
the one that has no morphological conditioning — unless this rule were bled by harmony,
which would appropriately derive [i] in [+ATR] contexts.!* Thus, if /1/ is underlying only
in the case of the e/i alternation, whereas the vowel that underlies the &/i alternation is
/€/, rule (8a) and the associated morphological restrictions can be dispensed with, as can
the requirement that there be a preceding h only in prefixes (cf. note 8) if Stewart and
Van Leynseele’s suggestion is adopted. If these proposals are adopted, however, there will
be a substantial mismatch between the underlying vowel inventory, which will now contain
[~ATR] high vowels and no /e/s (cf., however, note 11), and the surface system of (4).

Mous’ account does not entail such a mismatch, so it is worth investigating. On this
approach, any vowel that can surface as mid is underlyingly mid, so that my /I, U, €/ are /e,
o, €/, respectively. In order to account for the alternations in question, Mous (pp. 287-90)
sets up a raising rule which is sensitive in part to the diacritic alluded to at the beginning
of this section, which I give in slightly revised form below:

(11) [V, —low, {—round, [+R]}] —[+high] // __ Co [V, -R, +ATR]

That is, mid vowels that are either unrounded or marked with the diacritic [+R)] are raised
in the environment of a [+ATR] vowel that is not [+R]. After this rule applies the regular
harmony rule will convert the intermediate /I/ that is derived from /€/ to the appropriate
[i].

However, since on this account there are no underlying /I /s (and hence there would have
to be an MSC that bars them), the raising rule will have to be allowed to violate Structure
Preservation. It is fairly easy to get around this problem: we simply change rule (11) so
that it also makes the output [+ATR]:

(11) [V, —low, {—round, [+R]}] —[+high, +ATR] // __ Co [V, =R, +ATR])

This account will handle all (almost — cf. note 16) of the relevant data. However, it looks
rather odd: why should a vowel get raised in a [+ATR] environment? Furthermore, it is
implicitly making the claim that the vowel harmony which we know exists in the language is
not in part responsible for the £/i alternation. Historically, at least, it seems clear that this
is not the case; a sound change that corresponds to rule (10) is almost certainly responsible
for the existence of this alternation. But we cannot assume that the the diachrony is
recapitulated in a synchronic grammar; languages can have rules that are quite ‘crazy’
(Bach and Harms 1972), and it could well be the case that we are dealing with one of them.

In fact, there appears to be some evidence that at least the o/u alternation is best treated
in terms of a diacritic-based analysis. In addition to the kinds of segments that surface as
[o] discussed in the previous subsection, there is third ‘schizophrenic’ o, as illustrated in the
data below, taken from Mous 1986:288:



(12) a. faton-en / faton-i ‘open’
b. onjwan - en /onjwen-i ‘blow’
c. lobon-¢en / lobun-i ‘weed’
d

aloboton - en / aloboton - i ‘answer summons’

Since the o in faton cooccurs with a within a root and fails to trigger harmony, it would
be expected to be underlyingly [-ATR] and high (cf. (7c)). However, even if it is not
underlyingly [+ATR], it should become so when the dominant causative suffix is added, and
hence surface as [u] (cf., again, (7c)). But it doesn’t. Similarly, because o and a coocur
in the root in (12b), the former would be expected to be /U/, but it fails to be affected
by harmony (note that harmony cannot be restricted so as to prevent more than one vowel
from being affected, due to the existence of forms such as those in (5a)). Since the root in
(12¢) does not trigger harmony, the final vowel of the root would be expected to be /U/,
and since the first vowel coocurs with it, it should also be [-ATR]; but only the second
vowel is affected by harmony. And since the os in (12d) coocur with a, and since the stem
does not trigger harmony, they should all be /U/, but none of them is affected by harmony.
Thus, regardless of the general position one takes on how much abstractness is allowable,
the abstract approach encounters difficulties in this case.l®

There is at least one root that contains still another kind of o, sokom ‘work in vain’.
This stem triggers harmony in suffixes (/sokom - €n/ —[sokomin]), but both vowels surface
as [u] when a [+ATR] suffix is added (/sokom - i/ —([sukumi]). This suggests that speakers
are taking all os except for the one that alternates with 2 as being underlyingly /o/. Doing
so, however, creates a problem: some /o/s trigger harmony, and some do not, and some
surface as [u] in [+ATR] contexts, while some remain mid. Apparently what speakers have
done is memorize which /o/s do which, on a case-by-case basis — i.e., assign the /o/s in
question an appropriate diacritic — and in some cases, they have ‘made the wrong guess’
about how unfamiliar forms should behave. Notice that, since whether or not an /o/ triggers
harmony need not correspond to whether or not it alternates with [u], two different diacritics
are required; speakers apparently did not ‘capture’ the (former) generalization that the os
that do not trigger harmony also undergo raising.!® This is, I submit, very strong evidence
against an abstract analysis that treats some instances of [0] as deriving from underlying
/U/.

This does not, of course, provide any direct evidence concerning whether or not an
account of the £/i alternation should contain an abstract intermediate stage. There is one
root whose behavior at least suggests that a one-step analysis should be preferred, although
this behavior is sufficiently odd (and, apparently, isolated) that one should not give too
much weight to it. The causative form of obem ‘brood’ shows two variants, obimz, which is
what we would expect (at least if the o is marked as not undergoing the raising rule), and
obeme (cf. Mous 1986:288). The causative suffix surfaces as [¢] only in this form, as far as I
can tell, and it is not easy to see why it should, from the point of view of the harmony-plus-
raising analysis. One might suggest that there is some minor rule that converts [+ATR]
vowels to [~ATR] in the environment of a [~ATR] vowel, and in fact a rule of this sort
would presumably be required in order to account for the behavior of prefixal es discussed
in note 13. But this rule would in this case yield I (if it’s allowed to), which should surface
as [e] via rule (6b). The existence of this variant thus seems not to be relatable to the rules
used in the two-step account of the /i alternation. But it is possible to understand at
least partially what is going on here if we assume that speakers find this alternation to be as
bizarre as it appears to be at first glance, and are simply memorizing that € and 7 are paired
for purposes of harmony. Given this assumption, what is happening here is an application
of the rule ‘turn a [+ATR] vowel into its [~ATR] counterpart’, albeit in a context that it
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appears to be impossible to state.

These facts make me, at least, suspicious of the ‘clever’ (to use Kiparsky’s 1971 term)
two-step analysis; children learning Tunen (or other languages) may very well not be as
good at doing internal reconstruction as professional linguists. This suspicion is increased
by the apparent existence of cases of very common processes such as palatalization, which
can be analyzed as two-step processes (in this case, fronting of a velar stop, plus affrication
of the resulting palatal stop), but which appear not to be so analyzed by speakers. The
particular case I have in mind is Italian paltalization, which has been discussed in some
detail by Dressler 1985. Velar stops alternate with the corresponding palatal affricates in
Italian, with the latter occurring before (some instances of) i. In order to characterize
precisely which is trigger palatalization, one must first of all distinguish nouns from verbs,
since this process may affect only non-geminate velars in nominals, whereas both geminates
and simplex consonants may be affected in verbs (cf. Dressler 1985:170, 176-7). What is
more, either further grammatical conditioning is required or there will have to be numerous
lexical exceptions (cf. Dressler 1985 for the details).

Dressler argues (pp. 174-5) that this kind of palatalization is particularly liable to tele-
scoping, since the required affrication process is context-free, and hence inherently unstable
(due to the lack of direct support from phonological alternations). If so, then it is possi-
ble to see why the non-phonological complications to this rule might have arisen, since, as
Clements 1985:246 has pointed out, telescoped rules ‘typically [become] lexicalized and/or
grammaticalized’. Thus, despite the rather frequent occurrence of palatalization rules that
take stops as input and yield palatal affricates, and despite the fact that it is possible to
derive the outputs from the inputs via the sequential application of two MSRs, it seems that
palatalization rules of this nature should be formulated as one-step, non-natural, learned
rules.

The neutralization rule (10), of course, is also context-free, so if we accept Dressler’s
line of reasoning, we would expect telescoping of it and any other rule that appears to
interact with it —i.e., the harmony rule. The Maasai rules would, if anything, be even more
susceptible to telescoping than those in Tunen, since in the former case not just one, but two
context-free rules are required. There is thus some reason to question whether the ‘clever’
multi-step analyses should be adopted as synchronic analyses,'? although diachronic analogs
of them would appear to present an accurate picture of the history of the alternations in
question. On the other hand, there is independent support for the harmony rules (from the
other harmony alternations), whereas there is no such independent motivation for simple
fronting of velars in Italian. Clearly, this issue is thus far from settled, and I will have to
leave it unresolved here.

3. Conclusion.

If the purely phonological accounts of Maasai and Tunen are accepted, then they pro-
vide conclusive evidence against a pure MSC approach. Furthermore, we can reject the
less restrictive combined MSC/MSR approach on general metatheoretical grounds, at least
provisionally. It is important to note that, should the multi-step phonological accounts turn
out not to be correct, this would not be evidence against the MSR approach; it would simply
be lack of evidence in favor of it. As it turns out, the vowel system of Tunen provides a
different kind of argument in favor of the MSR approach, as well. Given the distribution
of [+ATR] vowels in the vowel systems of the world (cf. Churma 1987), something like (13)
would belong to the universal set of MSRs: ’

(13) [V, —low] —[+ATR]
This rule would provide an explanation for the dramatically larger number of [+ATR] non-

low vowels found cross-linguistically. Within a pure MSC approach, the only way of ac-
counting for such cross-linguistic generalizations appears to be setting up ‘“implicational



universals’, along the lines of Jakobson 1941. This is the approach taken by Kaye, Lowen-
stamm, and Vergnaud 1985, who propose a principle of ‘charm markedness’ that has the
effect of requiring that all languages have [+ATR] counterparts of any [—ATR] non-low
vowels that are present. Like (most?) other implicational universals, this one has the unfor-
tunate property of being false, at least if we take a reasonably strict position concerning how
much ‘normalization’ is allowable (i.e., if a language has one high front vowel, and it’s [I],
we shouldn’t be allowed to say it’s /i/). Note that maintaining rule (13) as a universal rule
does not commit one to this false implicational universal, although it does make the right
claims about the markedness of [+/—ATR] vowels. In particular, since rules such as (13)
can interact with (10) in such a way as to eliminate one of the [+ATR] vowels, without also
eliminating the corresponding [—ATR] vowel, violations of this tendency are possible, as we
have seen is (almost?) the case in Tunen, as well as in the languages discussed in Churma
1987. As Stampe 1973 has pointed out, it is only by allowing this kind of interaction between
MSRs that what is true about the important inductive generalizations noted by Jakobson
and others can be salvaged, in the face of examples in which these generalizations do not
hold.

There are, however, apparent problems for the MSR approach, as Stanley was perhaps
the first to point out. First of all, they are inherently directional, and frequently there is no
evidence from the corpus being investigated concerning what the direction should be. Since
I have discussed this issue elsewhere (cf. Churma 1984a, 1985), I will simply refer the reader
to these papers. A related problem is what might be called the indeterminacy of MSRs. For
example, in a language that has no [+ATR] low vowels, this fact can be accounted for by
positing (2a), but it could also be acccounted for by rule (14):

(14) [V, +low] —[-ATR]

In Maasai, assuming the three-step analysis of section 1, we would have evidence that (2a)
must be present in the grammar, but in a language like Akan, neither of these rules is
involved in any alternations, so there can be no corpus-internal evidence concerning which
of these potential MSRs is responsible for the lack of underlying [+ATR] low vowels. But
on the assumption that MSRs are universally present unless the facts of a given language
require that the learner suppress them, this is not a problem: both of these rules are part of
the grammars of Maasai and Akan (although a child learning Tunen would have to suppress
both of them). Lovins’ 1973 study of the nativization of loan words in Japanese, in which she
found competing ways of repairing loans, suggests that, in some cases at least, this is exactly
what is going on: different speakers are using different MSRs in the repair process. My own
work (cf. Churma 1984a, also summarized in Churma 1985) indicates, moreover, that in
some cases there is a thoroughgoing directionality in nativization, a fact which requires a
directional device — i.e., an MSR, not an MSC.

A problem that is not specific to the MSR approach is the existence of neutral vowels.
There are several possible ways of handling this phenomenon. The one which would appear
to be most compatible with the MSR. approach is to allow the harmony rule to affect the
neutral vowel, and have an MSR subsequently undo its effects. This approach will not work
for languages such as Khalkha Mongolian in which the neutral vowel has a counterpart
with respect to the harmonic feature, and it would require violations of the Strict Cycle
Condition, which appears to be needed in order to account for certain aspects of Maasai
harmony (cf. Churma 1987 and the references cited there). Another possibility is to adopt
Steriade’s 1987 approach, in which neutral vowels, and only neutral vowels, are unspecified
for the harmonic feature. However, as she points out (p. 360), this would require an appeal
to Structure Preservation to prevent harmony from filling in the wrong value, and if the
multi-step accounts of Maasai and Tunen are accepted, then this principle at least cannot
hold universally. We may be stuck with the brute force approach of SPE, where the harmony
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rule simply states, by the use of the parenthesis notation, that some vowels may be skipped.
This actually may be what we are forced to, since when neutrality is examined carefully (cf.
Kontra and Ringen 1986), we find that the situation is as messy as it is in the case of the
Tunen os. Speakers may well find the idea of neutral vowels as difficult to handle in strictly
phonological fashion as the idea of abstract absolutely-neutralizable vowels.

FOOTNOTES

I would like to thank the Department of Linguistics at Stanford University and the
Center for the Study of Language and Information, which provided me with invaluable
word processing facilities and support staff.

!One need not adopt the postion that MSRs are universal (innate) processes in order to
maintain a pure MSR position. It is a matter of fact that all advocates of this position have
done so, however.

It is thus somewhat misleading to call Stewart’s rules MSRs; the lines between the
various positions is are not always as clear as we might like them to be. In fact, Stanley’s
systemn might well be put in this last category, since he allows for a type of condition, the
‘If-then Condition’, which is, as he points out, a notational variant of an MSR. However,
such a condition obviously cannot apply in the phonology, and in this respect Stanley’s
system is significantly different from the other approaches included in this group.

3In the interest of full disclosure from the start, I will warn the reader that I am not as
convinced of the correctness of the analyses on which the arguments in large part depend
as I was as late as a few weeks ago. This issue will be treated at the end of section 2.

4This is true only in the lexical phonology. Such vowels are created post-lexically in
strictly local fashion by a low-level rule.

5Pulleyblank does not give a source for his data, but all of the forms he cites are also
found in Hoffmann 1973. Hoffmann’s data consist exclusively of the paradigms for the
infinitive, imperative, and two tenses for a small number of monosyllabic verb roots.

SDugast notes that the vowel e is rare in verb roots, and Mous states that for his
informant, it ‘is rare in [all] roots’, and that he ‘has £ where Dugast notes e’ (p. 282).

“For purposes of discussion, I will assume fully-specified underlying representations, and
segmental vowel harmony rules. The latter assumption is, of course, quite controversial, and
I cannot defend it here. The case against radical underspecification of the type advocated
in, e.g., Kiparsky 1985 appears to be quite strong; see Churma 1987, Steriade 1987.

8Stewart and Van Leynseele (1979), in their account of the diachronic development of
the synchronic harmony system, suggest that the change that created the [g] of this prefix
was phonologically conditioned by the initial & of this suffix. Even if some version of this
rather suspect proposal (why should & have anything to do with ATRness?) is incorporated
into a synchronic analysis, the remaining morphological information would not be available
in the post-lexical phonology.

?Non-alternating root vowels (if they exist — cf. note 11) that surface as [e] would pre-
sumably have to be marked as exceptions to rule (6¢), and post-lexical rules are said not to
allow exceptions, so such vowels would also be problematic for this theory.

10There appears to be a single exception to this generalization (at least in the variety
studied by Mous); see the discussion below of the causative of obem.

" There are four pronominal class prefixes that contain a vowel that surfaces invariably
as [e], but which does not trigger harmony in roots. It is conceivable that some or all of the
rare root es are underlyingly /I/, but neither Dugast nor Mous describes their behavior with
respect to harmony, so it is impossible to establish the underlying identity of these vowels;
the single root with an e that I have been able to find, the ‘far demonstrative’ eye/1yi (cf.
Mous 1986:292) seems clearly to have underlying /1/s. The non-alternating es will have to
be analyzed as /e/, however, so there are presumably at least four /e/s in the language.



12The non-alternating es described in note 11 will have to be analyzed as /e/; they will
violate MSR (10), and hence be technically inadmissible, like English words with initial /sf/,
which violate an otherwise exceptionless morpheme structure constraint against syllable-
initial sequences of fricatives. Note that the prefixal /e/s are also odd in that they fail to
trigger harmony.

13The qualification concerns the behavior of this vowel when the first syllable of the
root contains € or 9, in which case the prefix vowel surfaces as either [e] or [€], apparently
depending idiosyncratically on each individual root. Dugast makes explicit note of the
existence of this three-way alternation only in the case of the Class 5 prefix (p. 69), but
her examples demonstrate that it exists in the case of the other relevant prefixes as well.
Mous (p. 291) notes the existence of this phenomenon, as well, claiming that the [-ATR]
variant ‘is most frequent before stems with an € as the first vowel, less frequent before stems
which have an 2 as the first vowel and rare with an a as first stem vowel’. He also points
out a similar alternation in the Class 14 prefix bo-/bo-/bu-, and notes that ‘there is a lot of
variation in these assimilation processes and both forms, assimilated or not assimilated, are
acceptable in the majority of cases’. The lexical idiosyncrasies associated with this part of
the alternation in question appear to support a blatantly diacritic approach to an account
of these facts such as that suggested below in another context.

14This account thus appears to require the use of extrinsic rule ordering, which would be
most unfortunate if this device should turn to be illegitimate, as it appears to be (cf. Churma
1984b and the references cited there). If one adopts a distinction between lexical and post-
lexical rules, with the latter necessarily following the former, as in lexical phonology, then
the ordering restriction will no longer be extrinsically imposed — nor will the requirement
that the neutralization rule not feed rule (10). This account is viable, then, only if one buys
either extrinsic rule ordering or some distinction of the lexical/post-lexical sort.

15There are conceivable ways of accounting for these data in purely ‘phonological’ terms,
but they would require a pretty blatant ‘diacritic use of aphonological feature’ (cf. Kiparsky
1968), and I will not pursue them here. I suspect that these facts are a main concern of van
der Hulst and Mous 1986, but I have been unable to consult this work.

16 As a result, Mous’ single-diacritic analysis will not work. Since it requires a Word
Structure Constraint that contains diacritics (roughly, words may not contain diacriticless
vowels that disagree with respect to [ATR]), it was not a very attractive candidate to begin
with. (Since Mous had pointed out (p. 288) prior to giving the final form of his analysis that
vowels that undergo raising do not always fail to trigger harmony, it is hard to understand
why he went on to propose an account that does not allow for this kind of difference.)
Notice also that (12c) shows the diacritics must be assigned to individual vowels, rather than
morphemes as a whole, contra the standard position. For further evidence that individual
segments must be allowed to host diacritics, see Churma 1986.

17[ndeed, if this kind of approach is pushed far enough, it could be taken as evidence
against allowing any rules of absolute neutralization in synchronic phonology, thus impos-
ing a substantial constraint on allowable abstractness. The abstractness controversy has,
unfortunately in my view, quieted down quite considerably, and the standard view appears
to be that any alternation that can be handled in purely phonological terms should be so
treated. The Tunen and Italian cases suggest strongly that such a position cannot be taken
for granted.
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The Mechanisms of "Construction Grammar"

Charles J. Fillmore
University of California, Berkeley

1. In this paper I will sketch out some of the working parts of a
grammatical framework that gives central place to the notion of
grammatical construction. Rejecting that view of grammar which
prides itself in being able to get along without this concept, my
colleagues and I have come to believe that, in a framework which takes
grammatical constructions as its primary units, not only can we allow
the individual constructions in the languages we study to be as
complex as they need to be, but we are also able in its terms to recognize
powerful generalizations of both language-specific and language-
universal sorts.

Unfortunately, the framework I'll be speaking about is a moving
target; in fact, it is one of a set of several moving targets with the same
name. My goal in this paper is merely to lay out enough of the
working assumptions on which I think most of the Berkeley
constructionists are agreed, at least in the area of syntax, and to define
and display some of the structures and notations which illustrate the
application of these assumptions to a small selection of both central
and non-central phenomena in the syntax of English.

Not only is Construction Grammar a moving target; so are the
theories with which one might compare it. Briefly, construction
grammars differ from transformational grammars in not having
transformations. That is to say, relationships that are presented in
transformationalist theories as participating in the derivation of
individual sentences, and hence in their structure, are treated instead
as relationships defined in the grammar as a whole. [1] Construction
grammars differ from simple phrase-structure grammars in that the
categories that label the units of structure include complex bundles of
information, rather than simple atomic categories. Construction
grammars differ from phrase-structure grammars which use complex
symbols and allow the transmission of information between lower and
higher structural units, in that we allow the direct representation of the
required properties of subordinate constituents. (Should it turn out
that there are completely general principles for predicting the kinds of
information that get transmitted upwards or downwards, this may not
be a real difference.) And construction grammars differ from phrase-
structure grammars in general in allowing an occurring linguistic
expression to be seen as simultaneously instantiating more than one
grammatical construction at the same level.



While construction grammars have similarities to a number of
other approaches to grammar, meaning, and natural language
understanding, construction grammarians differ from many other
workers in the generativist tradition by their insistence on
simultaneously describing grammatical patterns and the semantic and
pragmatic purposes to which they are dedicated, and by their tendency
to give attention to the fine and fussy details of what might be called
the non-central constructions of a language. This tendency shows itself,
for example, in George Lakoff's detailed survey of constructions in
English introduced by the words HERE and THERE (Lakoff 1987, pp.
462-585); in Knud Lambrecht's studies of the clause types of colloquial
French that are used in structuring information (Lambrecht 1986), to
which we should now add his contribution to this year's BLS
collection; in Paul Kay's studies of scalar and metalinguistic qualifiers
in English (Kay 1984, 1988); in the paper by Mary Catherine O'Connor,
Paul Kay, and me, on the English LET ALONE construction (Fillmore,
Kay and O'Connor, 1988); and in a body of work currently in progress
on the part of a number of graduate students. [2] Our reasons for
concerning ourselves with otherwise neglected domains of grammar
are not so that we can be left alone, by claiming territory that nobody
else wants, but specifically because we believe that insights into the
mechanics of the grammar as a whole can be brought out most clearly
by the work of factoring out the constituent elements of the most
complex constructions.

2. By grammatical construction we mean any syntactic pattern
which is assigned one or more conventional functions in a language,
together with whatever is linguistically conventionalized about its
contribution to the meaning or the use of structures containing it.

On the level of syntax, we distinguish for any construction in a
language its external and its internal properties. In speaking of the
external syntax of a construction we refer to the properties of the
construction as a whole, that is to say, anything speakers know about
the construction that is relevant to the larger syntactic contexts in
which it is welcome. By the internal syntax of a construction we have
in mind a description of the construction's make-up. The familiar
phrase-structure rules can be read off as descriptions of (the syntactic
portions of) constructions: the symbol to the left of the rewrite arrow,
standing for the category of the whole construction, represents its
external syntax, while the sequence of symbols to the right of the
rewrite arrow indicates the construction's internal syntax, and it does
this by specifying the external categories of the constructions which can
serve in given positions within it. The constructions that most hold
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our interest, however, are of greater complexity than that of simple
phrase-structure sub-trees of depth one.

There are various interchangeable notations for representing
linguistic structures in construction grammar. One that I will use is a
boxes-within-boxes notation in which information about the external
syntactic, semantic and pragmatic requirements of a construction is
written in the perimeter of the box, with smaller boxes drawn inside to
display the construction's internal syntax. In Figure 1, a category with
the xxx value of the attribute aaa has as its two constituents one with
the yyy value of attribute bbb and, to its right, one with the zzz value of
attribute ccc.

(aaa xxx)

(bbb yyy) (ccc zz2)

Figure 1

Formally, diagrams of this sort are exactly equivalent to constituent
structure diagrams with fancily decorated node labels.

An advantage in using the box notation is that in a step-by-step
demonstration of the parsing of a sentence, we can draw boxes around
the elements of surface linguistic expressions, allowing us to build up a
complex description of a complex expression by showing how it
exemplifies the superimposition of construction upon construction.

The grammar of a language can be seen as a repertory of
constructions, plus a set of principles which govern the nesting and
superimposition of constructions into or upon one another. The
generation or analysis of linguistic expressions involves fitting
grammatical constructions together in as many ways as possible,
allowing them to come together only when they match each other's
requirements (or when there's something interesting to say about what
happens when they don't), and stopping when every lexical category is
occupied by a phonological form, and when every obligatory attribute
has been provided with a value. In ways made familiar in all versions
of generative grammar, whenever we can find more than one way of
assembling constructions to yield the same expression form, that form
is shown to be ambiguous in ways explained by the differences in the
contributing constructions. [3]



3. At least some of the grammatical properties of a construction can
be given as feature structure representations, that is, as sets of attribute-
value pairs, and can be seen as generally satisfying the requirements of
a unification-based system. Since the basic phrasal categories will be
selected from a set of fixed and mutually exclusive types, we can
represent these by the attribute category, abbreviated cat, paired with
one of the values it accepts, such as Noun, Verb, Adjective, etc.; they
will thus be introduced with such formulas as (cat N) or (cat V). We
are currently representing the ranks or levels of headed constructions
in terms of maximal and minimal categories, where maximal
categories fill major structural positions in constructions, and minimal
categories are the stored or derived units of the lexicon. We believe
that these distinctions give us a way of achieving successfully what is
aimed at by the so-called "X-bar theory". Major category units will be
expressed as pairs of features of the category and level types. Thus, a
maximal nounphrase will be represented as

(cat N) (max +)
whereas a lexical adjective will be represented as
(cat A) (min +)

Maximal categories which are phrases are (max +)(min -); structures
which are phrasal but non-maximal are (max -) (min -). There are no
incompabitility relations between the level features of maximality and
minimality. The abandonment of the notations of X-bar syntax in
favor of the separation of features of phrasal maximality and
minimality creates the possibility that lexical items which may but
need not serve as maximal phrases can be listed as having unspecified
maximality, and lexical items which necessarily serve as maximal
phrases, such as proper names (when used as proper proper names)
and personal pronouns, can be listed as having their maximality
feature marked "+". We therefore avoid the need to recognize a name
like JOE or a pronoun like SHE as simultaneously an N-zero, an N-bar,
and an N-double-bar. Instead of a columnar representation of the
categorial nature of the name JOE, as in Figure 2, we will prefer a
representation in which JOE is given simultaneously as a word and as a
maximal phrase, as seen in Figure 3.
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ITI
= (cat N)
N (max +)
| (min +)
N (lex JOE)
Joe
Figure 2 Figure 3

Here JOE is recognized as a lexical item (hence as min +) but one
whose external syntax is that of a maximal phrase. With names and
personal pronouns there are obvious reasons why they are lexical
items, and reasons of grammatical behavior why they are maximal
nominals; but there is no reason to assign to such words an additional
intermediate structural level of the so-called N-bar.

4. Considerations of maximality in nominal expressions lead in a
natural way to our first example of a construction: the English
determination construction, which consists of a maximal noun phrase
containing a determiner and a non-maximal nominal head.

Since the "determiner" in a "determiner plus nominal"
construction can be any of a variety of categories (that is, it can be an
article, a possessive nominal, or a demonstrative), I introduce the term
"determiner” as a role name rather than as a category name. The
category of its fillers can be left unmentioned. Articles will be marked
in the lexicon as necessarily having the determiner role,
demonstratives and instances of the possessive construction will be
described in a way that shows them capable of filling the determiner
slot. The construction will look something like what is shown in
Figure 4:



(cat N)

(max +)
(role det) (cat N)
(max -)
Figure 4

This diagram states that the combination of a determiner with, to its
right, a non-maximal nominal, counts as a maximal nounphrase. A
pronoun or a proper name will not fit the second slot in this
construction because it would be marked with maximality value "+",
and what is required here is maximality value "-"; a mass noun will fit
it because with a mass noun the maximality value is left unspecified; a
singular count noun will fit it because a count noun is marked with
maximality value "-". Thus:

proper noun: (cat N)(max +)
mass noun: (cat N)(max )
singular count noun: (cat N)(max -)

(We will naturally need to include a mechanism in the
morphology for de-marking count nouns when they are made plural,
as well as mechanisms for recognizing that both mass nouns and
proper nouns have special uses in which they exhibit the syntax of
count nouns.)

It is now necessary to modify my earlier statement that maximal
phrases fill major structural positions in sentences. English has
various constructions requiring non-maximal nominals, that is, lexical
or phrasal nominals that would need a determiner in order to appear
in true argument position in a clause. One of these is the Unique-Role
Nominal Predicate Construction, exemplified by sentences like I WAS
CHAIRMAN OF THE COMMITTEE, SHE IS CHIEF SURGEON TO THE
ROYAL FAMILY, YOU ARE NOW PRESIDENT OF THE CLUB, and so
on. (The semantics of "unique role" is suggested by the unacceptability
of *SHE IS MEMBER OF THE CLUB; the inability of a non-maximal
phrase to occur in "argument" position is shown by the unacceptability
of *PRESIDENT OF THE CLUB RESIGNED.) Another construction
allowing a non-maximal nominal is Fronting to That, as in
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subordinate clauses like FOOLISH CHILD THAT I WAS. (Compare *I
WAS FOOLISH CHILD.) These are both cases in which a nominal
predicate is a count-noun, or a modified count-noun-headed phrase, in
which the "obligatory" determiner is missing.

5. The Determination Construction just exemplified can be used to
illustrate the unification process, and the manner in which entities can
not only satisfy the requirements of structural positions in a
construction but can bring to a construction properties and
requirements of their own.

It may be useful to think of the positions within a construction
as offices (for example, political offices). The obligatory features
associated with positions in the description of the construction can be
thought of as the qualifications for the office, and the role indicator
identifies the function of the office. This much involves the
institution within which the office has a role, independently of any
specific candidate or incumbent. A candidate which does not satisfy the
qualifications of the office cannot fill the office. When a particular
incumbent occupies the office, that incumbent has properties of its
own, not only the properties which allowed it to occupy the office, but
also properties which cause it to make its own demands. The way in
which an obligatorily transitive verb brings into the office of verbal
predicate the requirement of finding room for a direct object can be
compared with the way in which a married male incumbent in the
office of President of the United States brings with it the not always
welcome additional role and office of the First Lady.

If the determiner brought into the determination construction is
the plural demonstrative THESE, and the head noun is the mass noun
BUTTER, the combination, *THESE BUTTER, will not work, because
the features of number, singular and plural, as well as the features of
configuration, count and mass, will clash. THESE requires that the
office next door be occupied by a plural noun. This means that we need
devices which provide for the contribution of each constituent element
to the description of the external syntax of the whole: such a device will
identify those properties of incumbents which become properties of the
office as occupied by that incumbent. It is obviously important for a
maximal nominal to be recognized as singular or plural, for reasons of
verb agreement, and as definite or indefinite, establishing its
qualification for inclusion in certain of the existential sentence
constructions. Thus, number and definiteness, whether brought in as
the requirements of determiners or of nouns, will become properties of
the maximal noun phrase as well. (The recognition of the need to do
this is in no way a unique feature of Construction Grammar.)




6. The lexicon, which in important ways is not distinct from the
repertory of constructions, associates with each lexical item, explicitly
or implicitly, information about the grammatical constructions in
which the item can participate. To the extent that a given lexical item
is closely tied to one or more specific grammatical constructions,
describing that item is equivalent to describing the constructions in
which it participates. Thus, in Paul Kay's (unpublished) construction
grammar treatment of complex English kin-terms, the word
REMOVED, as it appears in such phraseological units as second cousin
once removed, is included as a lexically specified part of the
construction itself. This is in contrast to an absurd view according to
which the active verb REMOVE would have to be described in such a
way that, when it occurs as a postnominal modifier of the word
COUSIN, in a past-participial form qualified by an ordinal number, it
just happens to contribute the right meaning to the complex phrase.

In those cases in which generalizations about lexical items can be
made without reference to particular constructions, the combinatorial
properties of lexical items can be stated as their valence descriptions.
The valence description of a complement-taking predicator can be
thought of as the staffing demands which a particular incumbent
brings to an office. The valence description of a word identifies its
grammatical and semantic complements (including the subject),
showing, for each of these, wherever full specification is called for, its
grammatical function, its semantic role, and its morpho-syntactic
marking. There are numerous redundancy relations among these,
suggesting that much of the information displayed in Figure 5 (offered
as a partial lexical description of the English verb GIVE) is predictable
from other information; the figure shows the structure when all the
predictable features are filled in. (The labels on the rows distinguish
Grammatical Function (GF), Semantic Role (SR), and Morphosyntax
(MS) of the predicator's complements.

(cat V)
(min +)
(lexeme GIVE)

valence

GF: |subject| object | complement
SR: | agent [patient| recipient
MS:| N N Pl %]

Figure 5
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The semantic information associated with a lexical item,
about which I unfortunately have nothing to say in this paper, does its
work in part by providing an indicator of the semantic frame with
which the item is associated. The semantic role array in the valence
description (what I used to call the case frame), identifies the elements
which are foregrounded ("profiled”, to use Ron Langacker's term)
within such a frame. We will often find that information about the
syntactic requirements of a lexical item can be read off from, or at least
motivated by, the associated semantic frame. The semantic
interpretation of the sentence will be accomplished by unifying, or
otherwise integrating, semantic information from the semantic frames
activated by the predicator with those introduced by the obligatory and
optional companions (the complements and adjuncts) of the
predicators.

7. I introduced the word subject as the name of a grammatical
function or role specified in a predicator's valence description. We
need to distinguish two notions of “subject” in this discussion: (1) the
subject argument of a predicator, typically the argument associated
with the highest-ranking semantic role, and (2) the subject of a finite
sentence. I shall refer to these as the P-subject and the S-subject,
respectively. In simple sentences, the P-subject and the S-subject are the
same.

The subject predicate construction, of English and many other
languages, is, in common with the determination construction already
discussed, a construction which deals with the maximality value of a
category, at least in the treatment that is being proposed here. I treat a
clause or sentence as a maximal verb-headed phrase. Figure 6,
displaying one of the constructions for defining the S-subject in
English, shows that something capable of filling the role "subject",
united with a non-maximal verbal, yields a maximal verb phrase, on
condition that the unit as a whole (and hence its head verb) is finite
(hence the "(infl tense)").

(cat V)
(max +)
(infl tense)

(role subject)| [(cat V)
(max -)

U J

Figure 6



The arrow connecting the two boxes indicates that the constituent in
the left box is available as an instantiation of the P-subject requirement
of the head verb of the verb phrase in the second box. Whatever other
requirements the verb has must be satisfied elsewhere, for example,
inside the verb-phrase box. In those cases in which no P-subject is
assigned to the verb which heads the verb-phrase, either directly or by a
process to be described shortly, the language provides a way of filling
this first slot anyway -- for example, with the word IT.

It should be noticed that the S-subject is not given a category
specification, in the same way that the determiner in the
determination construction lacks a category specification. It will have
whatever category is required of the P-subject of the head verb in the
verb phrase. This means, of course, that we do not need to treat
infinitives, THAT-clauses, interrogative clauses, preposition phrases,
etc., as NPs just when they appear as the subjects of sentences.

The construction just observed is not the only means of
introducing an S-subject. An inversion variant of a maximal V-
phrase, has a finite auxiliary verb in initial position, the subject
following and the complements of the auxiliary appearing after that, as
suggested by Figure 7. The example here is simplified, covering the
case where the auxiliary requires only one non-subject complement. (I
am here making the common assumption that auxiliaries are raising
verbs, and that the copula BE for these purposes is a member of the
class of auxiliaries.)

(cat V) (infl tense)

(max +)

(inv +)

(cat V) (role subj)| | (cat X)
(min +)
(aux +)

valence
subj

—= ’ J

Figure 7
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The feature "inversion" is a part of the external syntax of the
construction. What we have here, by the way, is a variety of polarity
item. This construction can be selected when the clause as a whole has
the feature of interrogation (as in yes-no questions), or when it is in the
scope of negation (as when it follows a negative word like NEVER and
SELDOM), or when it is, as a whole, the antecedent of a counterfactual
conditional sentence (as in WERE SHE HERE, HAD I KNOWN, etc.).

8. A V- ("V minus") phrase, a phrase of the type (cat V)(max -),
consists of a lexical verb together with some or all of its non-subject
complements or augments. I say "some or all" because some of them
may be present at some distance from the V- constituent, just in case it
is in topic or WH-phrase position. A non-maximal verb phrase built
around the verb REMOVE, and incorporating all of its local, i.e., non-
subject complements, is illustrated in Figure 8.

(cat V)
(max -)
(cat V) \ (cat N) | [(cat P)
(min +) (max +)| [ (max +)
(Tex REMOVE)
valence (cat N)
GF: [subj [obj [comp E;,:;F:)) (max +)
SR: |agt | thm|source (lex FROM)
MS: | N+ | N+ | Plfrom]
——— —=
h 4
_ J J’
N

Figure 8

Again, the arrows are instantiation links, showing that certain of
the "staffing needs" of the verb have been met inside the verb phrase.
In addition to the obligatory complements of a predicator, other phrasal
elements may be introduced into a verb-phrase as long as they
contribute meanings which integrate into the semantic frame built up
around the predicator, or can fit the semantic frame of the predicator
into their own semantic frames. They differ from complements in not
being syntactically required.



Under certain conditions, complements may be missing. In
languages in which there are lexically specifiable conditions on the
omissibility or optionality of complements, information about such
omissibility will be included with some system of diacritics on
particular complement descriptions, as suggested in Figure 9,
something along the lines of Fillmore 1969 and Fillmore 1985. Here,
parentheses represent omissibility under conditions allowing an
"indefinite interpretation", square brackets representing omissibility
under conditions of conversational givenness. (In this notation, I
follow Allerton 1975.) That this is not a simple matter of lexical
marking was forcefully argued in Sally Rice's paper elsewhere in this
volume.

(cat V)
(min +)
(lexeme CONTRIBUTE)

valence

GF: [subject|{(object){[complement]
SR: | agent |patient | recipient

MS:| N N Pl
Figure 9
9. The subject argument of a verbal predicate can be instantiated in

the subject position in the subject-predicate construction; non-subject
arguments can be instantiated inside the verb phrase, as we have seen.
There are additional means of cashing out the argument requirements
of a predicate, among them various sorts of left isolate constructions.
A left-isolate which is an interrogative word occurs in the construction
suggested by Figure 10, where the arrow is interpreted as meaning that
the left-isolated constituent complements or augments the semantic
structure in the predication to its right. The result of the union of the
WH-element with its partner to the right is a complete clause, that is, a
maximal verb-headed constituent.
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(cat V)
(max +)
(WH +)
(cat ) (cat V)
(max +) (max )
(WH +)
T J
Figure 10

Notice that the maximality of the verbal constituent is not indicated;
what this means is that if the interrogated element is the subject, then
the structure fits the structure of the subject predicate construction as
well, and the sister constituent is a "verb phrase" ("V-") rather than a
"sentence” ("V+"). If, however, the verbal category is maximal, then
the instantiation link is to some non-subject inside the sister
constituent. The link will mean that the fronted element must be
unified with the valence description of some predicate inside the sister
constituent. [4] When the second constituent is V+, it will have the
feature "inversion" (and the structure shown in Figure 7) just in case
the sentence is a main-clause question.

10.  Control relationships are coded into valence descriptions, and
represented in diagrams with links that we call co-instantiation links.
These link an argument requirement in one predicate with an
argument requirement in a "higher" or “"commanding" predicate, and
assert that in whatever way the argument of the higher predicate gets
realized, it simultaneously satisfies the argument requirement of the
predicate with which it is linked. Omitting the details here, suffice it to
say that the difference between coinstantiation of the type usually
called Raising and that usually called Equi has to do with whether or
not the coinstantiating argument has a semantic role assigned to it. Co-
instantiation indices are of the familiar types: S(S) means that the
subject role of the commanding predicate coinstantiates the subject role
of the complement; O(S) means that the direct object of the
commanding predicate coinstantiates the subject role of the



complement; S(X) means that the subject of the commanding predicate
coinstantiates a non-subject; and S() means that the subject of the
commanding predicate coinstantiates either the subject or a non-
subject of the complement. A simple example, using the adjective
WORTH, is presented in Figure 11. WORTH is here described in that
usage by which it requires a gerundial local complement, and by which
it co-instantiates with its subject a non-subject of that gerund. To get a
sentence like SHE SEEMS WORTH KNOWING, we have to notice that
the subject of KNOW is taken as generic; the object of KNOW is
coinstantiated with the subject of WORTH; and the subject of WORTH
is coinstantiated with the subject of the copula. (Instantiation links are
marked "I", co-instantiation links as "CI".)

v+
N+ ,pro V-
A+
V,aux BE A V-, gerund
She is worth knowing
valence valence valence
XX XX XX XX
XX | XX N Y-, gerun N N
S(x) gener
N | A ¥ >
LS| e s———
[ C 7
Cl——
N

Figure 11

11. In addition to links of instantiation and co-instantiation, there
are also links of necessary coreference which characterize certain
constructions. A simple example, shown in Figure 12, is the
phraseological unit DO ONE'S BEST. Here the requirement is that the
possessive nominal prefixed to the word BEST must be coreferential to
the subject of the verb. That means that the pronominal form must
match that of the P-subject of DO ONE'S BEST. (I did my best, she did
her best, etc.) That is to say, however the P-subject of DO ONE'S BEST
in this construction gets realized - by being directly instantiated in a
subject-predicate construction, by being co-instantiated by the subject of
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the verb TRY, the object of the verb PERSUADE, or whatever, that
entity must unify with the possessive pronoun inside this
construction. (Just in case this element is inside a construction which
causes its subject to be given the generic or “arbitrary” interpretation,
the possessive form will be the word ONE'S.)

(cat V)
(max -)
(cat V) (cat N)
(min +) (max +)
(lex DO)
(role det) (cat N)
(cat N) (max -)
valen.ce (max +) (head (lex BEST))
GF:[subj{comp (morph poss)
SR:|agt | XxX (subcat pronoun)
MS:| N N
(S 4

Figure 12

12. Because of the nature of the English inflectional system, the
fitting together of lexical verbs with the subject-predicate construction
forces us to recognize another necessary property of English grammar.
We need to distinguish inflectional forms from lexemes, and we need
to associate with inflectional forms whatever special requirements they
impose. To show the difference, we might compare a valence
description of the verb HAVE in what we will pretend to be its simple
'possession’ sense, with the inflected form / HAS/.

The verb HAVE occurs in a large number of constructions: it
functions, for example, as an auxiliary, as a simple transitive verb, and
as a complement-taking verb in a number of different contexts. Figure
13 shows its use in indicating simple possession. In each of these
constructions, the inflected form HAS can stand in as its
representative, as long as certain requirements which it itself imposes
are satisfied. Notice the three boxes in Figures 13, 14 and 15.



(cat V)
(min -+)
(lex HAVE)
GF: | subject Jobject
SR: poss-r |poss-d
MS: N+
Figure 13
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