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GENERAL SESSION



Indirect Grammatical Pressure Driving Language Change

Mark D. Amold
University of Maryland

1. Introduction

While many aspects of language change are relatively unexplainable—for example,
why some words from a given era disappeared while others became more widely
used—other instances of language change can provide insight about the abstract
structure of language as well as the language acquisition device (see Lightfoot
1979, 1991). In addition, even though many instances of change can be seen to be
the direct consequence of specific sociolinguistic influences (e.g. invasion and
political domination by speakers of a non-indigenous language), there are other
instances of change for which no such obvious external cause is determinable. It is
the latter type of change which I focus on here.

The particular details I will address concern the loss of V-raising in English.
The specific aim of the paper is to present new evidence from the Penn-Helsinki
Parsed Corpus of Middle English which supports Amold's (1995, 1997) proposal
that the loss of V-raising is related to the (innovation and) spread of preposition
stranding, exceptional case marking (ECM), and the possibility of deleting the
sentential complementizer that.

The broader aim of the paper is to suggest, by way of illustration, that
diachronic studies must begin to explore models of change which are far more
subtle than those commonly invoked. In other words, the problem of explaining
the loss of V-raising provides an excellent example of explanations which are too
simplistic in the analysis of cause/effect relationships in language change.

The paper proceeds as follows. Section 2 opens with two preliminary examples
of the direct type of cause/effect explanation and then turns to the overly simplistic
analyses of the loss of V-raising. Section 3 provides a brief overview of Arnold's
proposal, and the new evidence supporting the analysis is presented in section 4.

2. Direct causes for language change

2.1 Examples from A-movement

While any explanation for language change will—at some point in the view back
through time—face the impossible task of explaining the background changes
which led up to the change under study, there is nonetheless ample opportunity to
gain enlightenment from changes which occurred once a given set of details was in
place. That is to say, even though we might not know why certain details
developed at time T, that does not detract from the insights we might uncover by
investigating how the details changed from T to T+1.

In more concrete terms, the history of English provides an excellent opportunity
to study the consequences of the collapse of rich morphological paradigms: Old
English (OE) had full declensions for both nominal and verbal inflections, and these
morphological paradigms began collapsing by early Middle English. Roughly
speaking, the nominal system was essentially flattened by the 13th century, and the
verbal paradigm was all but lost by the 16th. In terms of explaining these changes
in the morphological systems, we have essentially nothing but speculation to offer
for why the OE morphological system collapsed; nevertheless, given the collapse,
we can take advantage of the history of English to study how other aspects of
grammars change when the morphological system simplifies.



A clear ramification of the loss of morphology is that children will lose a direct
trigger for various details of the grammar they are acquiring. In other words,
whatever else morphology does for a grammatical system, it certainly provides
children with overt triggering experiences for the acquisition process. To the extent
that morphology provides an overt, phonetically realized presentation of the
implementation of various abstract mechanisms of grammar, morphology provides
children with a direct cue for those abstract mechanisms. However, if the
morphological paradigm collapses, then the acquisition device has no direct trigger
for those mechanisms and is left to some other means to determine the presence
and/or influence of those mechanisms in the grammar being acquired.

A clear case of such a scenario can be found in the innovation of indirect object
passives (see Lightfoot 1981): as long as English had a morphological distinction
between Accusative and Dative case, moving the indirect object to subject position
(in a passive construction) would violate the Case filter (Chomsky 1981). Given
the fact that the morphological paradigm presented children with clear evidence for
the Accusative/Dative distinction, the acquisition device would direct evidence to
hypothesize an inherent abstract case for indirect objects, and indirect object
passives would be impossible; however, once the morphological paradigm was
lost, the acquisition device had no necessary reason to posit a distinction between
the abstract cases for internal objects, and thus indirect objects could move to
subject position without violating the Case filter.

The important point in the above example is the directness of the cause for the
change: when the morphological paradigm collapsed, the acquisition device no
longer had evidence to assume a distinction in the abstract case system, and thus the
possibility for the innovation of indirect passives emerged (though the situation is a
bit more complicated as noted in section 3). A similar example concerns P-
stranding from A-movement (see van Kemenade 1987): as long as objects of
prepositions were morphologically distinct from objects of verbs, the acquisition
device had cause to posit an abstract distinction between verbal and prepositional
objects, and thus moving the object of a preposition to subject position would
violate the Case filter. However, once the morphological paradigm no longer
provided a direct trigger for a distinction in the abstract case system, the acquisition
device was free to analyze the case of prepositional objects on par with verbal
objects, and thus P-stranding in passive constructions (so-called pseudo-passives)
became possible.

In both of these cases, the syntactic change is taken to be the direct consequence
of the loss of the morphological trigger for a particular detail of the abstract
mechanisms of grammar. This type of direct analysis has also been used to explain
the loss of V-raising in English, a point to which we now turn.

2.2 Direct cause(s) for the loss of V-raising

Given that English's verbal inflectional paradigm had a history similar to the
nominal paradigm, Roberts (1993) and Rohrbacher (1994) provide essentially the
same type of explanation for the loss of V-raising as Lightfoot and van Kemenade
provided for the novel passive forms. Though the details of the morphology-based
analyses differ, both face significant empirical and theoretical problems, discussed
below. Likewise, Watanabe's (1993) proposal, though not stated in terms of the
collapse of the morphological paradigm, is similar to the morphology approaches in
that it assumes that the loss of V-raising is directly linked to the internal structure of
the acquisition device. Like the morphology-based approaches, Watanabe's
analysis faces serious empirical and theoretical problems.



As for the morphology-based approaches, the assumption in both studies is that
a V head is raised to the Infl head in languages with rich verbal morphology; the
corollary assumption is that such rich verbal paradigms will be a direct trigger for
the acquisition device to hypothesize V-raising. The crucial assumption for these
proposals is that the trigger for the acquisition of V-raising is the richness of the
morphological paradigm—not syntactic word order effects such as subject/verb
inversion.

Given the assumption about the central role of the verbal morphology for the
acquisition of V-raising, both authors engaged in cross-linguistic studies of verbal
inflectional paradigms in languages with and without V-raising. Of passing interest
is the fact that these inductive studies led to different conclusions about what
constitutes 'enough' morphology to trigger V-raising, but of much more importance
is the way each author deals with a rather glaring historical fact: written evidence of
V-raising continues to appear in texts for well over 100 years beyond the
disappearance of the morphological trigger for V-raising (see Warner 1997).

In recognizing the chronology problem, Roberts proposes that children
continued to hypothesize an abstract morphological marker which would have
driven V-raising in the emerging grammar. Notice, however, that this view leaves
us with a non-trivial question: if children in the Early Modern period hypothesized
the abstract morphology necessary for V-raising, why couldn't subsequent
generations of children continue to propose it? Presumably the trigger for the
abstract morphology disappeared, but this is simply restating the problem.

Rohrbacher approaches the chronological disparity with the opposite impulse;
he concludes that as soon as the morphological trigger for V-raising had
disappeared, V-raising was no longer a productive mechanism for English
speakers. Any evidence for the continued use of V-raising was purely archaic in
nature, i.e. V-raising was used by writers out of familiarity with the older forms of
the language, but given that the morphological trigger for V-raising was gone, so
too was V-raising.

With this analysis, Rohrbacher proposes to account for the increased use of
periphrastic do: given the loss of V-raising, speakers' grammars were forced to
adopt the periphrastic form to encode Tense. However, it turns out that patterns
during the early use of do actually point to a problem in the analysis; during the
relevant period, do was used more frequently in formal texts, and V-raising was
used more frequently in informal texts (see Ellegard 1953). This pattern contradicts
what we would expect to find given Rohrbacher's scenario, i.e. if V-raising were
no longer a productive mechanism in a writer's grammar, then we would expect do
to be used more frequently in personal texts and V-raising to be used more in
formal texts.

The empirical problems (for both morphology-based accounts) are underscored
by a theoretical issue, namely motivating the assumption that the acquisition of
syntactic mechanisms is triggered directly—and solely—by the richness of
morphological paradigms. While it is true that there is some cross-linguistic
evidence to suggest a correlation between richness of morphology and word order
facts, i.e. languages with rich nominal inflections apparently allow 'freer’ word
order, there are also counter-examples, e.g. rampant scrambling in (essentially)
morphology-less Chinese. Without a principled account of why/how syntactic
mechanisms are triggered by rich morphological paradigms, the morphology-based
approaches simply restate the problem.

A different sort of analysis, proposed by Watanabe, faces no less significant
empirical or theoretical problems. Watanabe, adopting Chomsky's (1995)



Minimalist Program, assumes that the presence of periphrastic do in the linguistic
input caused the loss of V-raising because do allowed V-raising to Procrastinate and
thus provided more economical derivations. There are two empirical problems for
this view. The first comes from observations made by van Kampen (1997)
regarding the acquisition of Dutch: children acquiring Dutch over-generalize their
early use of doen only to abandon it and converge on the adult forms with V-
raising. While Watanabe's proposal might account for the early over-generalization
of doen, the following question arises: if Dutch children can acquire V-raising,
thereby (apparently) overriding the economy afforded by doen, why couldn't
children acquiring English during the early Modern period do the same thing?

The other empirical problem is much broader and comes from the cross-
linguistic observation that synthetic forms, when available in a language, generally
block the use of a periphrastic form (see Poser 1992). This generalization is exactly
the opposite of what we would expect if Watanabe's approach to language change
were correct; given Watanabe's proposal concerning do, we would expect the
general pattern to be that the economy provided by periphrasis (vis a vis overt
movement) would typically block the use of the synthetic form because the
synthetic form—being an instance of overt head movement—would be less
economical than the periphrastic form. Thus, Watanabe's analysis of do flies in the
face of the cross-linguistic pattern concerning periphrasis versus synthesis.

The theoretical problem is that Watanabe must allow the economy of derivations
with do to be compared to derivations with V-raising, a comparison not allowed in
the strict lexicalist system proposed by Chomsky. While it is true that the strict
lexicalist hypothesis could be modified (as Arnold 1996 proposes), Watanabe
doesn't address the issue, and thus the analysis encounters the following question:
if the nature of the system is such that the relative economy of do cannot be
compared to the relative economy of V-raising, and if children are receiving more
input with V-raising than input with do, then why/how would children ever stop
acquiring V-raising? Answering that question by saying that the linguistic input
changed such that do was used more frequently than V-raising simply restates the
problem.

With all that said, the important point is that the nature of the (attempted)
explanation is very direct: 1.) the acquisition device is built to prefer economical
derivations, 2.) do provided more economical derivations, 3.) V-raising was lost.
This particular type of direct explanation, like the morphology-based approaches,
encounters its own set of empirical and theoretical problems, but there is another set
of problems—a sort of empirically based theoretical problem—which all three
analyses face, namely that there is a wide range of historical facts related to the
spread of do and the loss of V-raising which the above proposals are categorically
unable to address. From a consideration of the full range of facts, discussed
below, the need to entertain the possibility of a more indirect cause for the loss of
V-raising becomes clear.

3. Towards a less direct cause of change

As a matter of illustrating the interconnectedness of the historical facts which
motivate a unified analysis of various changes which took place during Middle
English, the following list presents the chronological details addressed in Arnold's
account of the loss of V-raising:

(1) transitive verbs which had selected Dative complements in Old English
(e.g. help) start showing novel passive forms (e.g. The men were helped)



in the 13th century; however, indirect objects (also marked Dative in Old
English) did not appear as the subject of passive for 100-150 years after
the appearance of the novel direct object passives (see Denison 1993);

(2) the eventual innovation of indirect object passives (IOPs) ((1) above)
aligned with the statistically significant use of periphrastic do : both first
appeared with clear regularity at the end of the 14th century, and both
remained relatively rare until the end of the 15th century (see Ellegard
1953 on do, and Denison 1993 on IOPs);

(3) the disappearance of quasi-double object constructions (e.g. Mary gave to
John a book) occurs in the same century in which verb movement had
clearly given way to the widespread use of do, namely the latter half of the
16th century (see Visser 1963-1973 on double object constructions and
Ellegard 1953 on do);

(4) the innovation of complex prepositional passives (e.g. John was taken
advantage of) paralleled the delayed innovation of IOPs (see Denison
1993);

(5) deletion of that in that-trace contexts hits 100% in the 16th century (see
Bergh and Seppanen 1992);

(6) deletion of that in ECM and control structures (e.g. Mary convinced him
that to go, Mary expected that him to go) approaches the modern standard
in the 16th century (see Visser 1963-1973);

(7) from 1400-1700, the relative frequency of periphrastic do was higher with
transitive verbs than with intransitives; with respect to different sentence
types, the relative frequency of do was highest with negative questions,
then affirmative questions, then negative declaratives and was lowest in
affirmative declaratives (see Ellegard 1953).

Amold proposes an incorporation analysis of P-stranding, ECM, and that-
deletion which allows the various diachronic developments outlined in (1-7) to be
seen as the various consequences of a single underlying development rather than
accidental similarities. Moreover, and crucially, neither the morphology-based
approaches nor the economy approach to the loss of verb movement are capable of
providing any insight about the chronological similarities outlined in (1-7).

The basic idea is that the spread of the novel incorporation constructions led to
an increased use of do: do allowed the V head to remain in VP, thus allowing for a
shorter movement when incorporating the relevant head into the verb.

(8) P-stranding ECM g-Complementizer
\% PP \% P \% cP
! 5Np | expect NPT ik € TP
eC mnj
laugh IP NIP P | A I A

at  t him II VP o NIP T
to Mary



For the various constructions in (8), movement of the verb out of VP would require
LF incorporation of either P, infinitival-to, or the null complementizer to cross the
VP projection. However, as illustrated in (9)—using a hypothetical P-stranding
structure—use of do in (9b) allows incorporation to occur within the VP:

(9) a. neg. Qwith V-to-I-to-C:

-P must cross three Xm for incorporation into V
[cp [Vitllilie 4 INegp [ve & [pp P [np () T1100]

b. neg. Q with do:
-P crosses no X™= for incorporation into V
lcp doj [p tj [Negp [ve VIep P [ne () 111111

Given that the derivation with do requires shorter movement in order to converge, it
blocks the derivation with verb movement. Under this analysis, we can understand
why do spread through the language—and we have an explanation for the patterns
found by Ellegard, in the following way. First, since a transitive verb is more
likely than an intransitive to have a complement containing an element which will
incorporate into it, do was used more frequently with transitives than with
intransitives. Second, the distinctions in the relative frequency of do in different
sentence types follow from the overall degree of complexity in the different
structures; (10a-d) represent structures with overt verb movement and a stranded P
which must incorporate into the raised V head:

(10) a. Neg. O:
-two instances of form chain, incorporation crosses three Xmax
[cp [Vi+; e 4 [Negp [ve ti [pp P [np 11000
b. Aff. O:
-two instances of form chain, incorporation crosses two Xmax
[cp [Vit]; e 4 [ve tilpp P [np 11111
c. Neg. Decl.:

-one instance of form chain, incorporation crosses two Xmax
[p Vi [Negp lve ti[pp P [np 11100

d. Aff. Decl.:

-one instance of form chain, incorporation crosses three Xma
e Vi Ivt [P [ne NN

In sum, the incorporation analysis provides an explanation for the spread of do
during late Middle English and thereby provides an explanation for the decrease in
the frequency of syntactic triggers for V-raising, i.e. the increased use of do meant
fewer instances of subject/verb inversion or instances of a tensed verb preceding
negation. Thus, the syntactic trigger for V-raising disappeared as a consequence of
the spread of unrelated constructions, e.g. P-stranding, ECM, and that-deletion.
Under this view, the 'direct’ cause for the loss of V-raising was simply the loss of
the syntactic trigger, but rather than simply restating the problem, the incorporation
analysis allows us to understand that the loss of the syntactic trigger was itself a
consequence of the spread of the novel incorporation mechanism. Thus, the



indirect' cause for the loss of V-raising was the spread of P-stranding, ECM, and
that-deletion.

4. Extending the analysis and finding new evidence

The proposal outlined above was originally developed to address the spread of do;
however, as the majority of the texts in the Penn-Helsinki Corpus predates the
widespread use of do, the specific details of the proposal must be slightly modified
in order to test the theory.

To that end, recall that the operative force in the analysis is the economy
provided by do in constructions with P-stranding, ECM, or that-deletion: do
allowed the verb to remain in VP and thus allowed for shorter LF incorporation of
the relevant functional head. If the proposal is right, we expect the following
situation to emerge: in those cases where a writer could select between two
grammatical forms, e.g. P-stranding versus pied-piping, the presence of a V head
in VP would have increased the likelihood of the use of P-stranding; likewise, in
clauses with clear evidence that the verb had raised out of VP, P-stranding would
have been disfavored.

Of course, the problem is that in many clauses with a simple tensed verb, there
is no definitive way to establish whether the particular sentence corresponded to an
instance of V-raising or affix-hopping. In other words, Mary likes John could
correspond to either its (parsed/analyzed) Middle English form, as in (11a), or its
modern form, as in (11b):

(11) a. [Mary[likes; [ t [John]]]]
b. [Mary [ (pres) [ likes [ John ]]]]

The necessary approach, therefore, is to focus the research on clauses which
provide clear evidence of the location of the V head. For the purposes of automatic
searches in the corpus, there are two syntactic details which I take to provide clear
evidence of either V-raising or V in situ: 1.) following Pollock (1989), the location
of the Neg head relative to a finite V, or 2.) the presence of a non-finite V. (The
second possibility, i.e. non-finite V, occurs either when tense is carried on a
modal/auxiliary or the clause is infinitival.)

4.1 Some details about the Corpus

The Penn-Helsinki Parsed Corpus of Middle English is a collection of ASCII files
which contain annotated sentences from a variety of Middle English texts. Each
sentence from a given manuscript constitutes a separate token, and the annotation
scheme provides low-level syntactic parsing as well as part of speech tags and
locations of traces/elisions, e.g. s = subject, vt = tensed verb, a = auxiliary, p =
preposition, %- = trace/empty. (12) provides a sample token:

(12) ([f Almen 1[L [c-1 +tat ] %s-1 r % [at wyll ] [v her ] [p of +te sege of
Jerusalem ], L]1] [1 her ] %[s +ge 1% [at may ] [v her ] [p of gret
meraculs 2[L [c-2 +tat ] %d-2 r % [s almytty God ] [vt wro+gt ] 2.1{UP
[ato] [v schow ] [d his goodnys UP]2.1 L]2 and of gret vengans 3[L [c-
3 +tat ] %d-3 r % [s he ] [vt toke ] [p for syn ] . L]3] )(SIEGE,70.1)

Also, Anthony Kroch and Ann Taylor, the authors of the parsed corpus,
provide a program which divides all of the sentences in a file into all of the separate




clauses which make up the sentences. (13) illustrates the result when the token in
(12) is divided into separate clauses; the research reported here was conducted on
files in which each clause is a separate token, as in (13).

(13) ([f Al men %L% ] [l her ] %][s +ge % [at may ] [v her ] [p of gret
meraculs %L% and of gret vengans %L% ] )(SIEGE,70.1)

(I[L [c-1 +tat ] %s-1r % [at wyll ] [v her ] [p of +te sege of Jerusalem ],
L]1 )(SIEGE,70.1)

(2[L [c-2 +tat] %d-2 r % [s almytty God ] [vt wro+gt ] %UP% L]2
)(SIEGE,70.1)

(3[L [c-3 +tat ] %d-3 r % [s he ] [vt toke ] [p for syn ] . L]3
)(SIEGE,70.1)

(2.1[UP [a to ] [v schow ] [d his goodnys ] UP]2.1 )(SIEGE,70.1)

Additionally, the files in the corpus are divided chronologically into four
periods: M1 (being the earliest) through M4. This distinction is particularly helpful
for testing the predictions of the incorporation analysis for the following reason.
Given the proposal that the novel incorporation constructions (P-stranding, ECM,
and that-deletion) spread during Middle English, it is insightful to compare the
patterns found in the earliest texts to those in the latest. Throughout the discussion,
I'will make clear which subsets of files were searched for given patterns.

A final note concerns the particular searches which were conducted. First, in
order to research the correlation of that-deletion with verb movement, the most
certain diagnostic was the position of the tensed verb relative to Neg; as noted
above, when the tensed verb precedes Neg, I assume that the sentence exhibits V-
raising. Second, for P-stranding, the diagnostic used was the presence of a non-
finite V; T assume that a non-finite V occurs in the VP and therefore provides a very
local incorporation site for the stranded P. Finally, due to the coding conventions
in the corpus, there is no automatic way to distinguish ECM from control
structures; thus, testing the predictions vis a vis ECM is left for future work.

4.2 That-deletion

Before turning to the specific correlation between thar-deletion and verb movement
(as indicated by Neg), it is worth considering the basic pattern of that-deletion in the
earliest texts compared to the latest. Of the eleven files in the earliest period, only
six have an example of deleted that, and the overall relative frequency of that-
deletion is 12% (17/138). By contrast, all 14 files with M4 designation contain at
least one example of deleted that, and the overall frequency is 39% (247/641).
These general numbers provide clear evidence that the option of deleting the
sentential complementizer that spread during Middle English.

Turning now to the more specific prediction, the search required 'rebuilding' of
clauses such that the status of the complementizer (overt versus null) could be
correlated with the position of the governing verb. In other words, given that the
relevant detail for that-deletion is the position of the verb which governs the
complementizer, and given that the sentences in each file had been divided into
separate clauses, it was necessary to reconcatenate a that-clause with the clause it
was originally embedded in. Once the clauses were appropriately rebuilt, the search



could then determine the correlation between certain verb movement—as indicated
by a tensed verb preceding Neg—and deleted that.

The findings are quite striking: of the 27 tokens in which Neg intervenes
between the tensed verb and the complementizer position, there are only three cases
of that-deletion—and all three are examples of the same construction using a form
of would such as I would not her falseness be known . Even if we make nothing
of the fact that all three tokens are examples of the same construction, the rate of
that-deletion when Neg intervenes between the verb and the complementizer is only
10% (3/27), well below the average of 30% (366/1228) for the periods (M3 and
M4) in which the tokens are found.

However, further investigation of the would construction suggests that such
examples of that-deletion are themselves special cases requiring further study, for
the following reason. A search for all relevant would constructions reveals that
that-deletion in such constructions is 58% (18/31), far above the 30% average for
the M3 and M4 periods. Based on the higher than average rate of that-deletion in
would constructions, I set them aside for further study. Having set aside the tokens
with would, the final result offers strong support for the theory being tested: there
are no instances of that-deletion when Neg intervenes between the governing verb
and the complementizer position. This fact follows directly from an analysis in
which the possibility of deleting that is restricted in those cases when the verb has
raised out of VP.

4.3 P-stranding

For P-stranding, the automatic searches become a bit more complex for two related
reasons. First, P-stranding was quite productive in relative clauses in Old English;
thus the early texts—when searched without regard to clause type—actually have a
higher rate of P-stranding than of pied-piping, contrary to what we might expect
given the standard view that the productivity of P-stranding was a Middle English
innovation. Second, given the high rate of P-stranding in the earliest texts, a
superficial glance at the corpus suggests that P-stranding was actually disappearing
during Middle English, contrary to the standard view.

However, by separating relative clauses from non-relatives, it becomes clear
that P-stranding in non-relative clauses increases during Middle English, in line
with the standard view. The conclusion to be drawn from the preliminary work is
that the searches should be targeted to non-relative clauses, for it is in the non-
relatives that we can see the patterns heading towards the modern norms. With that
in mind, we turn to the results of searching for P-stranding in non-relative clauses.

Recall the prediction: the presence of a V head in VP will increase the
likelihood that P-stranding will occur. In other words, if the proposal for the
incorporation analysis of P-stranding is right, then there should be a higher than
average rate of non-finite verbs in those clauses which contain stranded-Ps. As
Table 1 shows, the prediction obtains: the frequency of non-finite verbs in non-
relative clauses is nearly three times higher than normal when the (non-relative)
clause also contains a stranded-P.

-relati usesnon-relativ i -
M1 24.59 65.00 :
M4 29.44 83.33

Table 1: Percentage non-finite V in non-relatives, with and without stranded-P
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This same pattern obtains when the entire corpus is searched:

-relative ¢l -relatives wi nded-
Corpus - 27.56 71.01

Table 2: Percentage non-finite V in non-relatives, with and without stranded-P

Tables 1 and 2 illustrate the accuracy of the prediction when clause type is
controlled for, i.e. setting aside relative clauses allows the pattern to stand out.
Another similar research control arises if we consider that P-stranding due to A-
movement was not at all possible in Old English, and thus another way to test the
incorporation analysis would be to target so-called pseudo-passives, i.e. passive
constructions in which A-movement creates a stranded-P.

Again, we expect that non-finite verbs should occur with a higher than normal
rate in clauses with pseudo-passives. As before, the results are very compelling:
the relevant verb is non-finite in all 35 tokens in which an overt subject is co-
indexed with the trace of a stranded-P. Additionally, when the search is broadened
to allow for empty subjects, i.e. A'-movement of the subject of a passive, only
three of the additional nine tokens contain finite verbs. Thus, even without
attempting to explain away the apparent counter-examples, the frequency of non-
finites in pseudo-passives is 93%, well above the normal frequency for non-finites
of 27.56%.

5. Conclusion

To close, there are two issues which are important to keep in mind. First, the
findings are very robust: with respect to that-deletion, recall that there were no
instances of deleted that when Neg intervened between the finite verb and the
complementizer position; with respect to P-stranding, the frequency of non-finite
verbs was three times the normal rate when the clause contained a stranded-P, and
for the most clear-cut examples of pseudo-passive, every example of P-stranding
co-occurred with a non-finite verb. The robustness of the findings strongly
supports the incorporation analysis.

Second, these robust findings were found precisely because the incorporation
analysis predicts a correlation between these novel Middle English constructions
and the potential for verb movement. By contrast, in addition to the fact that the
morphology-based accounts of the loss of verb movement are unable to address the
original diachronic details outlined in (1-7) above, these new findings concerning
the correlation of verb movement with other constructions are completely
mysterious under the morphological analyses. Likewise, building an economy bias
into the acquisition device in order to explain the spread of do allows for no
explanation of the patterns presented here.

On a broader level, the findings provide evidence for a type of indirect
cause/effect relationship we should be aware of when investigating the process of
language change, for while it is true that there is a certain attractive certainty to the
type of explanations which emerge from positing direct links between e.g. the
acquisition of morphology and the acquisition of syntax, there is little reason to
imagine that either the human language faculty or the acquisition device should be
limited to such directly correlated systems. In other words, though the direct
answers might appeal to our theoretical aesthetic, the data suggest a far more subtle
analysis.
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Why Children Omit Function Morphemes:
Metric vs. Syntactic Structure

Misha Becker
UCLA

1. Introduction

It is an interesting and noticeable fact that in the early stages of language
production, children omit certain elements from their speech. Upon closer
inspection, it becomes clear that children regularly omit certain function
morphemes, as opposed to content words. Function morphemes (including
determiners, pronouns, auxiliary verbs, and inflection morphemes) form a natural
class from both a phonological and a syntactic perspective: phonologically
speaking, in many languages (including English), function morphemes tend to be
unstressed and monosyllabic; syntactically speaking, function morphemes are the
heads of functional projections, which appear notoriously late in children's speech
(Radford 1988). Thus, we can ask whether children omit functional elements for
phonological or syntactic reasons.

If children omit function morphemes for reasons related to metrical stress,
we should find similarities between unstressed function morphemes and unstressed
lexical syllables, and, depending on our assumptions about metric structure, we
might find asymmetries in the omission rates of subject vs. object determiners.! On
the other hand, if children omit function morphemes for syntactic reasons,
according to some accounts (e.g. Hoekstra, Hyams & Becker 1997, Clahsen et al.
1996) we should find correlations between omissions in the subject and the
predicate, following the structural contingency known as spec-head agreement. In
fact we find both of these patterns, which suggests that both metrical and syntactic
processes constrain children's output forms, but in different ways.

1.1 Overview of predictions

Many researchers have noticed the following pattern of syllable omission in
young children's speech: while children show an overall preference for preserving
strong (stressed) syllables, they also tend to preserve weak syllables in trochaic feet
(S-w) more than weak syllables that are either in an iambic foot or unfooted. This
fact has led a number of linguists to suggest that children's output forms are
constrained by a so-called "trochaic template”, such that weak syllables in trochaic
feet are favored over all other weak syllables (Allen & Hawkins 1980, Wijnen,
Krikhaar & den Os 1994, Gerken et al. 1990, Gerken 1991, 1994a, 1994b, 1996,
i.a.).

To illustrate the predicted pattern, the determiner in (1a) should be omitted
more frequently than the pronoun in the same sentence, because the subject
determiner, unlike the object pronoun, fails to form a trochaic foot with anything.’
Comparing (1b) and (1c), the object determiner in (1c) should be omitted m - ~
frequently than the one in (1b), because the syllabic inflectional morpheme on ue
verb in (1c) (namely -es) forms a trochaic foot with the verb root, forcing the
determiner to form an jambic foot with the object noun (duck). (Stress is indicated
by all caps.)



(1)  a.[The BOY] [HUGGED him]
b. [BERT] [PUSHED the] [DUCK]
c. [BERT] [PUSHes] [the DUCK]

A syntactic account of children's speech also predicts a certain pattern of
function morpheme omissions. Within recent generative theories, the subject is
represented in the specifier position of the projection whose head is the Infl
(inflection) node, as shown in (2).

1)) P
/\
spec I
DPsubj T
Infl
m [+finite] T~
[+finite] spec v
/\ ‘
v DPobj

Based on the idea that a specifier and its head should "agree" in features (known as
spec-head agreement), we would expect the subject and the verb to agree in their
specification (or unspecification) of, for example, finiteness features. A proposal by
Hoekstra, Hyams & Becker (1997) suggests, specifically, that the omission of a
subject pronoun (i.e. a null subject) or a missing determiner (a bare N subject) is
indicative of a lack of "nominal finiteness" in the subject, and should thus
correspond to a lack of finiteness in the verb (as evidenced through a lack of verbal
inflectional morphemes, such as 3sg -s). In brief, the expected correlation hinges
on finiteness features in the verb (shown in (3)): if the verb is finite, the subject
should be fully specified; if the verb is nonfinite, we might expect either a specified
or an unspecified subject. For a detailed discussion of "nominal finiteness" see
Hoekstra & Hyams (1996).

3) a. finite V -> full DP subject, *null subject/bare N
b. nonfinite V -> full DP subject, null subject/bare N°

2. Object determiner and pronoun omissions

Let us look at how the metrical and syntactic approaches square with
children's omissions of object pronouns and determiners.

2.1 Gerken's data

In children's imitative reproductions of sentences of the sort in (1), Gerken
(1991, 1994, 1996) found that children in fact omitted an object pronoun or
determiner less often if it occurred in a trochaic foot. In example (4) I give some of
the results from a study by Gerken (1991, average age 2;3), where the percentages
below the unstressed words indicate the rate of omission:
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(4)  a. [she KISSED] [the DOG]
39% 28%
b. [the DOG] [KISSED her]
39% 0%
c. [PETE] [KISSED the] [DOG]
11%

As we see in (4), the object pronoun in (4b) is never omitted, and the object
determiner in (4c) is omitted only 11% of the time; both of these words occur in
trochaic feet. In contrast, the object determiner in (4a) is omitted much more
frequently: at 28% of the time.

More specifically, Gerken (1996) shows that children (age 2;1-2;3) display
a contrast in omission frequencies of the object determiner in the near minimal pair
given in (5): :

()] a. he [KICKS the] PIG
16%
b. he [CATCHes] [the PIG]
29% 48%

As predicted by Gerken's metrical hypothesis, the children in her experiment
omitted the object determiner in pattern (5b) more frequently (48% of the time) than
the one in pattern (5a) (only 16%). Note that there is no syntactic difference
between the two verbs, so no syntactic account would predict a difference in the
omission rates between the determiners in the two conditions.

2.2 Progressive verbs
Note that monosyllabic verbs with progressive aspect (e.g. running)
constitute a trochaic foot by themselves.

6) [RUNning]
S w

Thus, given the facts outlined above for the omission of object determiners and
pronouns following finite verbs, we should expect that object determiners &
pronouns following progressives should be omitted as frequently as in (5b), as
opposed to (5a). The expected omissions in this condition, according to the metrical
hypothesis, are given in (7), where the morphemes with high expected rates of
omission are underlined:

(1) a. [The BOY] is [HUGging] [the DUCK].
b. [The BOY] is [HUGging] him.

I'searched 12 files of spontaneous (natural) speech from the Adam corpus (Brown
1973, from the CHILDES database, MacWhinney & Snow 1985), in which
Adam's age was 2;3 to 3;7 (years;months). I found a total of only 18 examples of
sentences in which Adam produced a progressive verb with an unambiguous
singular count noun object (e.g. eating (an) apple). Of those 18 sentences, 13 (or
72%) contained an overt object determiner or pronoun, and only 5 (28%) lacked an
object determiner or pronoun. I show the results in Table 1, comparing this result



with his omissions of object determiners or pronouns following plain,
monosyllabic verbs. I give example sentences for each category.

Table 1. Adam's omission of object determiner/pronoun by verb type (age 2;3-3;7)

object type progressives: n (%) plain Vs: n (%)
overt det/prn 13 (72%) 79 (85%)
dey are holding it Adam do it
Mommy making a road dat fits my train
null det/prn 5 (28%) 14 (15%)
dis man is getting __ baby have __ tooth
doggie getting __ meat Adam see __sun
x2<1

Table 1 shows that Adam omits object determiners and pronouns after progressive
verb forms at a higher rate (28%) than after plain, monosyllabic verbs (15%) (e.g.
eat(s) (an) apple), as would be predicted by the metrical account.

2.3 A finiteness effect

Although the predictions of the metrical hypothesis for object omission are
confirmed by these data, the metrical approach does not give us the whole story. In
particular, there is a finiteness effect on Adam's omissions of object determiners
and pronouns. That is, while 14 (25%) of Adam's sentences containing nonfinite
plain verbs lacked an object determiner or pronoun, none of his finite utterances
did. The breakdown by finiteness is given in Table 2.

Tab146 2: Adam's object det/prn omissions for finite vs. nonfinite verbs (age 2;3-
3;7)

object type finite V nonfinite V
overt det/prn 38 (100%) 41 (75%)
he takes it kitty eat_ a apple all up
null det/prn 00%) 14 25%)
have __ mouth

x2=9.48, p < 005

The same pattern of distribution with respect to finiteness occurs with Adam's
progressive verbs, as shown in Table 35

Table 3:6Adam's object det/prn omissions for finite vs. nonfinite progressives (age
2;3-3;7)

object type finite progressive (is) nonfin. progressive (0-is)
overt det/prn 4 (100%) 9 (64%)
dey are holding it Mommy _ making a road
null det/prn 0 (0%) 5 (36%)
Adam _ taking _ diamond

x2<1

Another child, Nina (Suppes 1973), shows a similar pattern of object
determiner and pronoun omission to that of Adam. Searching 20 files, in which
Nina ranged in age from 2;0 to 2;6, Nina omitted an object determiner or pronoun
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after a plain, monosyllabic verb about 10% of the time, but about 20% of the time
following progressive verbs.” I give the results in Table 4:

Table 4: Nina's omissions of object determiner & pronouns by verb type

progressives plain verbs
overt object det/prm 140 (80%) 1089 (90%)
null object det/prn 37 20%) 115 (10%)

x? = 19.16, p< .001

Nina shows a slight finiteness effect, but not a significant one.

Nina's and Adam's data came from spontaneous, natural speech samples,
while Gerken's results come from experiments involving elicited speech (in
particular, imitative speech), making comparisons difficult. In order to better
compare these sets of data, I conducted a small pilot study, adopting Gerken's
methods. I measured omission rates for object determiners and pronouns following
progressive verbs. The study involved 8 native English-speaking children between
ages 2;0 and 2;6. Each child was tested on a total of 36 different sentences, broken
down into two sets with two randomizations of each set. Each sentence was
recorded onto a tape, spoken with normal intonation and stress, by a native speaker
of English who was blind to the task.

I played the tape for each child individually, stopping the tape after each
sentence. I then asked the child to repeat exactly what he or she had heard on the
tape (a sample was given beforehand to ensure that the child understood the task).
The sentence was replayed up to 3 times if the child gave no response, and if there
was still no response after 3 repetitions, the next sentence was given. All sessions
were recorded on another tape, and after each session, these tapes were checked
against the results recorded during the actual experiment.

The predicates of the test sentences and the results are given in Table 5. I
compared productions of utterances containing the verbs hug and push: These verbs
differ in their metric structure in present tense (hugs vs. pushes), they are both
monosyllabic in past tense (hugged, pushed), and they are both disyllabic in
progressive aspect (hugging, pushing). Although the total number of omissions I
recorded was quite small, the trend followed the pattern that Gerken reports. Object
determiners and pronouns following progressives were omitted at roughly the same
rate as the object determiners and pronouns following plain verbs with syllabic
inflection, and more frequently than object determiners and pronouns after finite
verbs with nonsyllabic inflection.

Table 5: object det/prn omissions following di- vs. monosyllabic verbs (age 2;0-
2;6)

[V+es/ing] + the/him n % [V+the/him] n %
[PUSHes] the 2 10% [PUSHED the] 0 0%
[ [PUSHes] him 1 5% [PUSHED him I 5%
PUSHing] the 2 10% HUGGED the] T 5%
PUSHing] him I 5% HUGGED him] |0 0%
HUGging] the 1 5% HUGS the] 0 0%
HUGging] him T 5% HUGS him] 0 0%




As shown in Table 5, object determiners and pronouns following disyllabic
verbs were omitted slightly more frequently than those following monosyllabic
verbs (e.g. pushes the vs. pushed the). There was one exception involving an
object pronoun: pushes him vs. pushed him.

As for a connection between verb finiteness and object determiner or
pronoun omission, we find a similar correlation with finiteness as was found in
Adam's natural speech data. That is, the children in my pilot study produced
sentences with null object determiners and pronouns both with finite and nonfinite
verbs (i.e., they produced a nonfinite verb if they omitted the verbal inflectional
morpheme in the utterance they repeated). However, a much higher percentage of
finite utterances contained an overt object determiner or pronoun (97%) than
nonfinite utterances (86%). I give the relevant figures in Table 6.

Table 6: finiteness and object det/prn omission: data from pilot study (2;0-2:6)

finite verbs nonfinite verbs
overt object det/pm 145 (97%) 38 (86%)
null object det/pm 4 (3%) 6 (14%)

x2=621,p<.05

To summarize this section, Gerken's experimental data suggest that children
preserve weak syllables at a higher rate if they occur in trochaic feet, and the results
of my small pilot study appear to support her claims. However both the
spontaneous speech data I studied and my experimental data suggest a possible

finiteness effect. Thus a syntactic correlation between verb finiteness and omission
of object dets/prns cannot be ruled out.

3. Subject determiner and pronoun omissions

Let us turn now to the predictions regarding omission patterns of function
morphemes in the subject. Both the metrical approach and the syntactic approach
described above predict that subject determiners and pronouns should be omitted,
but the precise predictions each theory makes are different. The metrical view
makes the straightforward prediction that subject determiners and pronouns should
be omitted relatively frequently, since they will not form a trochaic foot with a
stressed syllable, as we saw earlier in (cf. 1a, 2a-b). Gerken (1991, 1994) provides
experimental support for this hypothesis. Gerken 1991 showed that subject
determiner and pronoun omissions ranged from 25-39%. In contrast, stressed
syllables in the subject were omitted less requently: 3-25% of the time. In (8)
below, I give example sentences from her 1991 experiment; percentages indicate
rates of omission (average age 2;3).

(8) a. He kissed her.

35% 0%

b. He kissed John.
33% 0%

c. He kissed the dog.
39% 28% 0%

d. The boy kissed her.
39% 3% 0%
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e. The boy kissed John.
25% 25% 0%

f. The boykissed the dog.
28% 11% 14% 0%

The syntactic account proposed in Hoekstra, Hyams & Becker (1997)
makes a more specific prediction. Namely, at a stage at which children have a
tendency to omit subjects and verb inflection, we expect to find a contingency
between omissions of the subject or subject determiner, and finiteness in the verb.
That is, when the verb is finite, the subject should be fully specified (an overt
pronoun or determiner); if the verb is nonfinite, the subject may be specified or
unspecified (either null or lacking a determiner). Concretely, we should see
examples of (9a, b & c) in children's speech, but not (9d).

C)) a. The boy dances
b. @ boy dance/ @ dance
¢. The boy dance
d. *@ boy dances

As table 7 shows with data from Nina (from the CHILDES database), this
prediction is borne out. While Nina's finite verbs almost always take a fully
specified subject (i.e. one with an overt determiner), her nonfinite verbs are more
evenly distributed with respect to occurrence with overt and null subject
determiners.

Table 7: Nina's production of subject determiners and verb finiteness (2;4-2;10)

Finite verbs Nonfinite verbs
overt determiner 34 (92%) 12 (57%)
null determiner 3 (8%) 9  (43%)

x*=785p< 01

As we can see in Table 7, there is a strong correlation between overt
determiners and finite verbs. Adam's data show a slightly different pattern, but one
that is still consistent with the syntactic hypothesis. As shown in Table 8, 93% of
Adam's finite verbs take an overt subject determiner, but almost none of his
nonfinite verbs do.

Table 8. Adam's production of subject determiners and verb finiteness® (2;3-3;7)

Finite Verbs Nonfinite Verbs
Overt determiner 53 (93%) 2 (5%)
Null determiner 4 (7%) 39 (95%)

%2 =71.64, p < 0.001

As for subject pronouns, 70% of Adam's utterances with a pronominal subject
were finite (30% were nonfinite), and of Adam's nonfinite utterances, only 29% of
them had an overt pronominal subject. (That is, Adam produced many utterances of
the type He is sleepinglhe sleeps and very few utterances of the type He sleeping/he
sleep.) This fact about Adam's speech shows that the same nonrandom
cooccurrence pattern between subject determiners and verb finiteness also holds



true for pronominal subjects. The metrical hypothesis does not predict such a
correlation.

3.1 Subject-finiteness correlation from pilot data

_ The results of my pilot study also confirm the predictions of the syntactic
account (i.e. there is a subject-verb correlation for finiteness). The data are given in
Table 9.

Table 9: subject-verb finiteness correlation from pilot study (2;0-2;6)

Tinite verb (pushed, pushes, [ nonfinite verb (push,
hugged, hugs, is) hug, null-is)

overt subject / subj| 135 (85%) 20 (53%)

det (Bert, the boy,

he) :

null subject / subj det| 25 (15%) 18 (47%)

(0, boy)

x? = 17.17, p< 0.0001

Within finite clauses, there is a strong tendency also to have an overt subject
pronoun or determiner (85%). However when children failed to produce a finite
verb, there was roughly an even number of productions containing as lacking a
subject or subject det (53% and 47%, respectively). Note that this is the same
pattern we found in Nina's spee<h (cf. Table 7), and is the pattern predicted by the
syntactic account of Hoekstra, Hyams & Becker (1997).

4. Universality

A further potential advantage of the syntactic account is its universality. We
find the same pattern of correlated finiteness between the subject and verb in other
child languages such as German, Dutch and French. Some child data from German
are given in Table 10.

Table 10: Subject determiners and finiteness in German children (avg. age 2;6)’:

finite verb | nonfinite verb

overt subject det. | 9 (90%) 2 (15%)

null subject det. |1 (10%) 11 (85%)

X% = 9.798, p < 0.005

Furthermore, evidence from child Italian (Schaeffer 1996) suggests that
children inflect past participles to agree with the object if their object clitic is overt.
When the object clitic is null, they do not produce agreement inflection on the
participle. Whether the participle shows agreement or not, it has the same metric
structure. The sentences in (10a-b) show the adult pattern of agreement. (11a)
shows children's pattern with overt clitics, (11b) shows their pattern with null
clitics, and (11c) shows that they do not inflect with null clitics. (The examples in
(10-11) are schematic examples of the pattern with transitive verbs.)
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(10) a.le ho viste
3pl.obj.cl. have-1sg. seen-3pl.
"I have seen them."
b.la ho vista
3sg.fem.obj.cl. have-1sg. seen-3sg.fem.
"I have seen her."

(11)  a.le ho viste (same as 10a)
b. ho visto pro (meaning = (11a))
have-1sg. seen-1sg.
c. *ho viste/vista

Although these data do not run directly counter to Gerken's hypothesis, since she
does not claim that all grammatical omissions are necessarily due to metric
conditions (Gerken 1991), they show that there is a syntactic effect on object
omissions that is not also a metric effect. That is, it is not the case that the omission
of object clitics in child Italian is correlated with a metric effect on other words in
the utterance, but rather with syntactic agreement inflection that does not bear on the
metric structure of the sentence.

5. Data collection

Finally, let me point out some problems and advantages of using the two
methods of data collection I used here. The main difficulty of using spontaneous
speech, especially when looking for object omissions, is that in many cases it is
difficult to tell whether an object was in fact omitted, i.e. whether it is obligatory.
Particularly in the case of progressive verbs, many normally transitive verbs (e.g.

pushing) can be used without an object in progressive aspect, taking a meaning like
“push habitually”. In this respect, using imitative speech is helpful since it is
completely clear when a given morpheme is omitted.

On the other hand, it seems quite plausible to me that cadence and metrical
structure play a much more important role in imitative than spontaneous speech. If
this is true, then imitation tasks may well tell us about how metrical structure
constrains a certain type of child speech, but not necessarily children's natural
speech.

6. Conclusion

The main point of this paper was to explore the possibility that children's
pattern of function morpheme omissions might be explained entirely by either a
metrical or a syntactic story. There is strong support for both approaches, i.e.
children preserve function morphemes that occur in trochaic feet, and they preserve
determiners and pronouns in the subject and object when their verb is finite.
Nevertheless, we have seen that there are cases like (5), which are explainable by a
metrical story but not by a syntactic one, and the finiteness patterns in Tables 2 and
3, and 6-10, which are explainable by a syntactic story, but not by a metrical one.
Thus, as the metrical and syntactic theories stand, neither one can fully cover the
range of omission patterns we find in children's speech. In the future, we might
find a way of refining and/or expanding one of the two approaches such that it
captures the full range of phenomena, or we might discover a new approach that
takes both metrical and syntactic phenomena into account.



Notes:

"This view is supported in Gerken 1991, 1994a, 1994b, 1996, Wijnen, Krikhaar &
den Os, 1994, Fikkert 1994, among others.

?Brackets indicate foot boundaries; feet are formed according to the principles
outlined in Gerken (1996).

There is no direct prediction for omissions in the object, given finiteness features in
the verb.

“Finite verbs that took a syllabic inflectional morpheme (/es/) were excluded from
this data set, since the metrical hypothesis predicts that object determiners/pronouns
following them should omitted more frecjuently. There were not enough
productions of verbs taking or requiring syllabic inflection to do a comparison
strictly between them and verbs not requiring syllabic inflection.

5A progressive verb is considered finite if the auxiliary verb is is overt; it is
considered nonfinite if the auxiliary is omitted. This analysis is supported by
considerations discussed in Hoekstra & Hyams, forthcoming.

SPlease note that while the object omissions after progressive verbs are all predicted
by the metrical approach, regardless of finiteness, the correlation between verb
finiteness in plain verbs and object omissions cannot be a result of an accidental
overlap of metrical & syntactic predictions. In fact, the metrical hypothes predicts
the sequence [push the/him] to have a higher rate of preservation for the object
determiner or pronoun than its finite counterpart; however as table 2 shows, the
nonfinite verbs had a lower rate of preserved object determiners and pronouns.

7I am very thankful to John Grinstead (UCLA) for supplying me with the relevant
utterances from the Nina corpus.

*Table 2 is taken from Hoekstra, Hyams & Becker (1997).
“Table 10 is reproduced from Hoekstra, Hyams & Becker (1997).
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Person Reference and References to People
in Brazilian Sign Language!

Norine Berenz
University of the Witwatersrand

1. Introduction: person reference

The systematic examination of sign language forms functionally equivalent to
spoken language personal pronouns got underway in the first decade after
William Stokoe’s article “Sign Language Structure” appeared in 1960. However,
analyses proposed over the next two decades did not include the semantic level.
(See Wilbur 1979 for a review of the early analyses. Recent analyses include
Aarons et al 1992, 1994; Kegl 1990; Liddell 1994, 1995, 1996; Lillo-Martin &
Klima 1990.) It was not until the late 1980s that the question was raised as to
whether sign languages actually encode grammatical person.

Ahlgren (1990) challenged the linguistic universality of personal pronouns
as proposed by Benveniste ([1966] 1971) and Lyons (1977), claiming that
Swedish Sign Language has only demonstrative pronouns. Meier (1990) claimed
that only the first/nonfirst distinction is encoded in American Sign Language, an
analysis that has been widely accepted for ASL (e.g. Liddell 1994, Padden 1990).
and extended to other sign languages — among these, Danish (Engberg-Pedersen
1993), Norwegian (Greftegreff 1995), and Argentine (Massone 1993). If these
analyses hold, then sign languages are importantly different from spoken
languages in not encoding both conversational participants: the sender and the
recipient.

2. Sender only

Arguing for the grammaticization of the conversational role of sender in the form
of a first person pronoun, Meier claims that points to center chest do not denote
the signer as an individual but only refer to the signer in the role of sender, a
meaning consistent with that proposed for spoken languages by Biihler ([1934]
1982) and others. Evidence for this claim is the fact that such points can be
understood in particular contexts to indicate other individuals in the role of
sender. This property of the ASL sign had been noted earlier by Kegl and others,

but no one had examined it in the light of the semantics of first person deixis.

However, with respect to the grammaticization of the role of recipient,
Meier concluded that there is no regular formational distinction between the
forms used to indicate second and third person referential objects, and here he
falls back on the Lillo-Martin and Klima (1990) “personless” analysis of a single
pronoun with associated referential indices.

3. Conversational participants

Drawing on research on Brazilian Sign Language, carried out over several
extended periods of fieldwork in which I video-recorded naturally-occurring
conversations in a variety of settings, and my reanalysis of published ASL
sources, I claim that at least ASL and Brazilian Sign Language encode the

participant/nonparticipant distinction as well as the first/nonfirst distinction —
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that is, they have grammaticized personal pronouns for both conversational roles:
sender and recipient or addressee.

3.1 Signer’s body as part of the phonological form

Although my analysis of first person pronouns differs from Meier’s in important
ways, in this paper I will concentrate on the issue of greatest disagreement: the
grammaticization of the conversational role of recipient.

The first point is that analysis of the addressee form in different sign
languages has been complicated by an assumption that a parallel relationship
should exist between the sender’s physical body as part of the description of the
form of the first person pronoun and the addressee’s physical body as part of the
description of the form of the second person pronoun. A number of researchers
(e.g. Engberg-Pedersen 1993) have noted that the signer can’t point to an
individual in the role of addressee to reference another individual in the role of
addressee, as the signer can point to self to reference another individual in the role
of sender. This observation has been put forth as evidence against a
grammaticized second person pronoun. -

The error here is to see the signer indicating self as sender in a kind of
type-token relationship. Greftegreff (1992) proposes an analysis of Norwegian
Sign Language forms that reanalyzes what in the Stokean paradigm is a particular
place of articulation as, instead, a token indicated by a pointing hand. Among the
examples she gives are NOSE, THINK, and I — points to the nose, forehead, and
chest, respectively. An important feature of these articulations Greftegreff fails to
note is that the signer can refer to her nose, someone else’s nose (even a
nonhuman one) or noses in general only by pointing to her own nose; a point to
anyone else’s nose indicates that specific nose and not, I would add, by means of
the nominal sign NOSE.

That is, it is only the signer’s body which is the source of the phonological
elements of the sign, not the bodies of others present in the conversational setting.
Although Meier does not make this error in his analysis of the first person
pronoun, relying instead on the configuration of observable elements of the
articulation itself, he makes a related error as part of his argument against a
second person pronoun in concluding that the ASL sign cannot be described
“independent of the location of the real or hypothetical addressee” (1990:188).
As much for the second person as for the first, it is the articulatory array presented
by the signer in the role of sender — and that alone — which is relevant at the
level of form; the physical location (and social identity) of the individual in the
role of recipient only becomes relevant at the level of interpretation.

3.2 The role of gaze and the midline

What then is the articulatory array presented by the signer which is the form of
the second person pronoun? I take as a starting point a passage from Appendix A
of the Dictionary of American Sign Language on Linguistic Principles, which
says:

First and second persons in signing are the opposite and interchangeable
ends of an imaginary but well-defined line of sight. A third person or a
fourth — even a fifth if needed — is designated by pointing at an angle to
that line. (1976:281)



Here the use of the word person differs in an important way from the first mention
to the second. The first use is clearly a reference to grammatical categories
familiar from spoken languages but the second use shades into reference to

individual entities. No discussion posits set-internal contrasts in form or meaning
which would justify distinctions among third, fourth and fifth persons.

The DASL passage, however, reveals an intuition about the differing
linguistic status of first and second person, on the one hand, and third, fourth and
fifth person, on the other: first and second persons “are” but third, fourth, or fifth
person “is designated by”. That is, in contrast to putative other “persons,” the
first and second persons exist by virtue of the act of address itself.

We see in the word “interchangeable” a reflection of the shifting deictic
center Benveniste, Fillmore, and Lyons have described, as the conversation
moves between participants, an interchange in which the nonparticipant (that is,
the nonfirst/nonsecond “person”) has no part to play. The nonparticipant is
located outside the conversational interchange, at an angle to it. On the level of
form, the line of sight and the midline’ are crucial to a description of personal
pronouns.

3.2.1 Examples

Considering and rejecting the possible elements in the form of a second person
pronoun, Meier uses examples which are flawed in a number of ways: (a) the
transcription is not sufficiently detailed to demonstrate the claim he is making and
(b) the performance of the relevant sign is influenced by exigencies peculiar to the

situation in which it is performed.

One of Meier’s examples contrasts two utterances, each of which has a
conjoined pronominal subject. Four signs are glossed as INDEX, as if they are
articulatorily equivalent, distinguished only by subscripts for participant roles and
referential indices. In particular, gaze is transcribed as if it were of equal duration
in all performances, yet I have noted that Brazilian signers typically mark third
person reference with a much briefer gaze, a mere glancing. In actual practice,
where more than a single potential addressee is present and attending to a
conversation, it can be a delicate matter to make a third person reference to one of
them — in part, I would suggest, because the sender’s glance is necessarily
cursory.

B. ex 1 (role of gaz

Evidence from my data, recorded in a classroom in Rio de Janeiro, is a
situation where a Brazilian Sign Language instructor apologizes to the student
who will be the referential object of a demonstration of the third person pronoun
and assures the student that he is “just playing around.” The form the instructor
then produces shows a very brief glance to the conversational nonparticipant.

LSB. example 2 (role of the midline):

Moreover, the relationship of the hand and arm vis a vis the signer’s torso
would differ in a predictable way between the performances of INDEX: to indicate
the addressee, the hand and arm would be positioned near the midline of the

signer’s body; to indicate the nonparticipant, the hand and arm would be at a
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distinct angle to the midline. In another classroom in Rio where the students are
arrayed in a wide semi-circle in front of the instructor, for a demonstration of the
third person pronoun his hand and arm are positioned in almost the same plane as
his torso, in contrast to the almost perpendicular positioning of the second person
pronoun.

conversation):

A third example is typical of many of the conversations I observed during
fieldwork. It is a three-party interaction. At first JC and NP are engaged in
conversation about a Brazilian Sign Language class they’ve just finished co-
teaching and about the next day’s classes. GR, who is waiting for NP, stands off
to the side several feet away. When the topic of the conversation becomes more
general, GR waves his hand towards NP to get his attention, and both NP and JC
turn towards GR. As they do, JC and NP step back from each other, making the
positions of the (now) three interactants approximately equidistant.

In the exchange that follows, as each takes a turn, his head and gaze are
directed towards one or the other of his two interlocutors so that head and gaze
orientations shift between the two interlocutors’ positions. That is, although both
interlocutors fix gaze on the signer, the signer can only fix gaze on one person at a
time. The chest orientation, however, is disjunct from the head and gaze
orientations, remaining oriented at an angle about midway between the positions
of the two interlocutors. At the end of the exchange, NP and JC turn towards each
other, and the chest orientation is brought in line with head and gaze.

Fillmore (1975) proposes audience as a person deictic category, by which
he means someone present in the setting not being addressed at a given moment in
a conversation. Levinson (1983) proposes bystander as a person deictic category,
by which he means someone not currently the addressee who is both present and
actively attending to the conversation. Goffman (1976), Sacks, Schegloff, and
Jefferson (1974), and Clark and Carlson ( 1982) examine conversational moves
attributable to the presence in the setting of others not directly addressed. It is a
question whether the particular positional elements I report here should be
analyzed at the level of grammar or communicative practice or both. For the
present, the important points are that gaze behavior is more complex than Meier’s
transcription and analysis reveal and that gaze plays a role at more than one level
of the system. A closer look at the data may reveal the formational elements
criterial to the distinction between second and third person pronouns.

Meier says of interactional settings such as these (i.e. involving signer,
addressee, and audience) that “the set of pointing gestures we might identify as
second person largely, if not completely, overlaps the set we would identify as
third person.” This does not hold if we are accounting for the orientation of
handshape with respect to gaze and to the midline of the signer’s body. I
observed instances of second or third person reference wherein it was unclear who
or what was the intended referential object — that is, reference did not go through
— but no instances of a confusion between the two grammatical categories.



3.3 Corroboration from native signers

Signers’ intuitions also support the claim that gaze and midline are crucial
determiners of second and third person pronominal forms. I was fortunate to get
on videotape two native deaf signers discussing pronouns and agreeing on the
criterial role of these elements. In another recording session, a clearly
exasperated sign language instructor chides a student by signing “I was not
addressing you,” and admonishes the student to recognize as relevant to the roles
of sender and recipient in signed discourse a corridor of communication, which he
indicates by two flat-hands, called B-hands, upright and parallel a few inches
apart, moving outward from center chest. The second person pronoun is
performed within the bounds of this corridor of communication.

3.4 Corroboration from citation forms and narrative

There are two final lines of evidence for the existence of patterned regularities
sufficient to distinguish second and third person pronouns. First, signers
unhesitatingly provide forms which show a conjunction of gaze, chest, and
hand/arm orientation away along the midline of the torso in elicitations of a
second person pronoun and equally consistently provide a disjunction of the chest
and hand/arm orientation in elicitations of the third person pronoun. The citation
form of the third person pronoun is especially interesting because it invariably
orients to the signer’s ipsilateral side (same side as active hand/arm), when a point
to the contralateral side would seem to be articulatorily easier. The explanation
may be found in the need to avoid the midline in order to keep the second and
third person forms maximally distinct.

Second, for reported conversations using role shift, which rely on a
typification of the conversational setting, the default position for a hypothetical
addressee is directly opposite the signer in the role of reported sender. Pointing
signs away along the midline of the body are interpreted as second person
pronouns. This is the unmarked form. If a sign intended to have a second person
thetorical force differs from this, it will be understood to be reproducing the
positions, relevant to each other, of the signer and addressee as they were at the
time of the conversation being reported. Interpretation relies on context provided
by the reported conversation. These marked forms, then, simultaneously encode
second person and proximity relations between sender and recipient. Evidence
for this claim is the fact that an interlocutor could challenge the position off the
signer’s midline but not the conjunction of formational elements with the midline
— that is, the point away along the midline of the body neither asserts nor
presupposes that the addressee was in fact so positioned. Contrary to what Meier
and others have said, the form does not rely on the addressee’s location to make
second person reference.

4. From practice to grammar: references to people

I have argued here for the grammaticization of the conversational roles of sender
and recipient in the form of first and second person pronouns. The course that
process took is open to speculation. Other pro-forms have origins which are more
clearly attributable to the exigencies of everyday conversational practice.
Significant interactional factors which give rise to these forms are privacy needs
and politeness considerations.
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4.1 Privacy needs: shielded third person pronoun and the spatial anaphor

The need for privacy has given rise to a number of communicative practices, two
of which I will mention here: the shielded third person pronoun and the spatial
anaphor.

The shielded third person pronoun serves to hide the act of reference from
nonsigners. It derives from a conversational practice functionally similar to
whispering in spoken languages, whereby one hand hides the other hand while it
signs. Two facts are evidence that the form is grammaticized. First, the tip of the
index hand, called the G-hand, contacts the palm of the B-hand — other non-
contact signs do not become contact — and the “shield” persists only for the
duration of the single sign and does not perseverate over a string of signs, as is
commonly the case in signed “whispering”. Second, Brazilian signers readily
volunteer the form; they do not offer shielded alternates of other signs.

As the form is well-known in the Brazilian Deaf community, the shielded
third person pronoun cannot be used to ensure privacy when the possible
“overhearers” are signers. In this case the spatial anaphor may be used. This
form takes the spread hand, called the 5-hand, as the base on which to locate
referents using the other hand in the G-handshape. I have been told that the form
originated in discourse about soccer, where it represented the positions of players
on the field. In Rio, the base hand is prone and contact is on the extended fingers;
in Recife in the Northeast of the country, the base hand is supine and contact is on
the palm at the juncture with the fingers. (In Porto Alegre, in the South, the form
seems not to be used.) Although the position of the sender is relevant to the use
of the form, there are no set-internal contrasts of sender, addressee, and
nonparticipant; the form is third person by default, like demonstratives,

Both the shielded third person pronoun and the spatial anaphor are
grammaticized forms whose origins in practice are still recoverable, as is the
motive: to hide the visible.

4.2 Politeness considerations: formal personal pronouns and the classifier

The claim has been made (Ferreira Brito 1995) that pointing is not rude in the
Brazilian Deaf community, but this is not true if the variety of alternate referential
devices is any measure. Among these, the simplest of cases is the substitution of
the B-hand for the G-hand. In my data, B-hand pronouns occur more frequently
in situations marked by asymmetrical social status or unfamiliarity among
interactants. On this basis, I categorize these as formal pronouns. (The interplay
between politeness and the recipient’s attentional state, although relevant to
pronoun choice, will not be discussed here.)

Another substitute motivated by politeness considerations takes the 4-hand
as a base and the G-hand as the active hand. The 4-hand also serves in
predications about long, upright objects. While this form can be used to indicate a
collectivity of upright objects, including the nonhuman, in that use the signer
cannot single out an individual within the collectivity. Since reference to human
beings is the only condition under which a single object can be individuated
within the collectivity, a notion of person is relevant to the use of the form, at
least to the extent that the grammatical notion of person derives from the ordinary



sense of the word. Because the form is only used to make reference to a person at
some remove from the conversational participants, it never happens that either
sender or recipient is associated with one of the upright objects. There are no set-
internal person contrasts.

In sum, Brazilian Sign Language data provide support for the claim that
personal pronouns are universal in natural languages. The pronominal forms
whose use rests on privacy needs and politeness considerations show that
grammaticization can be an outcome of the exigencies of everyday conversation
in the gestural-visual modality.

Notes

1 The research on which this paper is based was sngorted by the
Wenner-Gren Foundation for Anthropological Research (#5454), the National
Science Foundation (#DBS-9214764), and Tinker Foundation Travel Grants. The

writing of the paper was supported by a Wenner-Gren grant (#6151).

2 Brentari (1998) makes reference to the midline in her analysis of the
phonological process in ASL called “weak drop.”
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Language and Responsibility: Perceptions of NATO Expansion

Piotr Cap
University of California at Berkeley

1. Introduction

During its early-July 1997 summit in Madrid, the North Atlantic Alliance
formally invited Poland, the Czech Republic, and Hungary to membership
negotiations. Soon after that, on July 10, President Clinton, whose substantial
support for NATO expansion had conclusively influenced the decision, went for a
visit to Poland, in order to officially declare the beginning of a new era in the
post-communist system of world security. The key event in the agenda was
speeches to be delivered by Clinton and Aleksander Kwasniewski, the current
Polish President, to the people of Warsaw gathered at the Castle Square. The
occasion was perceived as a momentous occasion Poland, and as such had even
turned the people’s eyes away from the disastrous flood which was raging over
southwestern regions of the country at the time.

The speeches, of which the first was given by Kwasniewski and second by
Clinton, received a great deal of attention from the American media. A few public
TV channels broadcast them live; also, most information and press agencies
reported on them in considerable detail. In general, statements of both presidents
were perceived as responsible and solid performances, displaying readiness to
equally share both privileges and obligations resulting from the emergence of the
new security structure. This predominant feeling of the apparently fair distribution
of advantages and duties was quite representatively expressed in the USIA
coverage of President Kwasniewski’s words:

Warsaw - - Polish President Aleksander Kwasniewski welcomed President
Clinton to Warsaw July 10, saying that for Poland, “an invitation to NATO is an
accomplishment, but also a challenge. We are well aware of tasks ahead of us
and their costs. Security does not come free. It is not offered as a gift. We stand
ready to assume obligations resulting from NATO membership.”

Noting that “everything going on these days has a symbolic dimension,”
Kwasniewski said “that the era we live in is symbolized not by walls dividing
people but by bridges linking them. Not by hostility, but by cooperation. Not by
a balance of fear but by common security.”

Poland, he said, “will contribute to NATO its accomplishments of the recent
years. We are a country of stable democracy. Independent courts, freedom of
speech, and independent local government are now taken for granted in Polarid.
The civil control over the army testifies to its democratic standard. Our
economic growth is one of the highest in Europe.... Polish reforms have passed a
critical point. They are now irreversible.”
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Kwasniewski told the Polish people, “you are the greatest heroes of these
transformations. It is to be remembered, however, how important for us was the
support of our foreign friends, especially the USA.”

To the Americans, he extended his thanks, saying that they are aware that
“peace, security and prosperity of ourselves, our children and grandchildren” are
priceless. (Washington File 97071009. GWE, USIS, USIA.)

Judging by length and a fair level of generalization, the main building blocks of
the USIA report seem to be first paragraph and third paragraph, which
respectively address issues of Poland’s prospective benefits and contributions
entailed by NATO expansion. At a closer look in fact, transition from the former
to the latter frame is traceable as early as toward the end of the opening paragraph.
All in all, the first paragraph and the third paragraph in combination appear to set
up an aura of mutual cooperation, as well as a fully active membership on the part
of Poland. The concluding paragraphs develop the idea of partnership and
legitimized equality by bridging the people of the USA and Poland in their efforts
dedicated to peace, security and Dprosperity.

Sadly enough, whether the USIA coverage was actually intended to fit the
expectations of American taxpayers or not (this factor will be dealt with later in
this study), it has nonetheless failed to convey what seems the predominant mood
of President Kwasniewski’s performance, that is, an implicit shift of anticipated
responsibilities toward the American side. Furthermore, it ignored numerous
markers of unwillingness to participate in the build-up of new security structures.
Later we shall see that the USIA report on President Clinton’s address turns out to
be a comparably leveled misinterpretation (“disinterpretation”?). The coverage of
Clinton’s performance has been in turn a neutralization of a harsh imposition of
obligations pertaining to NATO membership. The USIA attempts to position both
speeches somewhere in between the non-impositive extreme and the forcefully
impositive extreme, made in circumstances where one speaker (Kwasniewski)
was clearly sticking to the former and the other speaker (Clinton) to the latter,
seems either at least a linguistic and political blunder, or at most a purposeful act
of manipulation. This paper has been devoted to a pragmatic analysis of both.

2. Kwasniewski: “Here we are, claiming a deserved seat in NATO’s
limousine...”

Let me sound unoriginal and provide a metaphor to illustrate and summarize
President Kwasniewski’s points, as it seems to capture the four all-important
messages his words might contain. First, there is an aura of admiration of the
American partner in the speech, the latter powerful but yet capable of ensuring
comfort. Second, the address sees NATO as an infallible mechanism, which
obviously can accommodate new members but does not necessarily depend on
them for proper functioning. Third, President Kwasniewski seems to have either



inherited from his predecessors or simply learned from Polish history books the
thetoric of national uniqueness and natural feel of “belonging” to fate-dictating
forces in the world, even though apparently he himself would rather dissociate
membership as such from active participation (which is the moment when his
Messianic heritage ends). Fourth, throughout the speech, the spirit of mere
“being” clearly outweighs that of “doing” - as the idea of NATO membership is
never to be found followed by an enactment of self-directed responsibilities and
obligations.

Since this paper is not devoted to componential analyses of political metaphors
(especially invented ones), I want to abandon the sub-title metaphor at this point,
in hope that the reader will find no difficulty whatsoever in correlating automotive
and political domains into the four hypotheses I am putting forward. An important
thing to remember, however, is that just as the lexical items of the provided
metaphor generate meaning in sequential structure dictated by rules of syntax,
President Kwasniewski’s implications work hand-in-hand toward achieving the
superordinate goal, whose linguistic enactment comes via piling up ideological
and pragmatic frames, rather than via free distribution of pre-set messages.

2. 1. America: powerful and protective
President Kwasniewski’s address opens with a warm welcome:

(1) We welcome you with pleasure to Polish soil, Mr. President. We welcome
the leader of the superpower that shapes global policy. We welcome the man
who is doing so much for world order, security and peace. We welcome a close
friend of Poland.

Apparently a pragmatically neutral celebrity, the welcome seems to carry some
important illocutionary load. First of all, by applying a considerable dose of
definiteness/uniqueness when characterizing the guest, Kwasniewski positions the
US side clearly superior to the rest of the world. The US’s past and present actions
are being applauded and expected to continue (note the use of the progressive
aspect in doing). Their outcomes are perceived as naturally beneficial to the world
and as such evade questioning (presupposition so much). In general, strategies of
positive politeness (cf. Leech 1983; Brown and Levinson 1987) adopted by the
Polish President in the opening paragraph of the speech seek to maximize
approbation of the US partner, in order to encourage further activity on his side.
Left to Poland is in turn the spectator’s role.

The admiration frame coupled with the assumption of passiveness on the part of
Poland is to be found later in the address as well, especially when President
Kwasniewski talks about American promises:

(2) On 22 October 1996, you said in Detroit, Mr. President, that the first group
of prospective NATO members would be invited to preliminary talks in the early
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summer of 1997. And you have been as good as your word. Thank you, Mr.
President!

That the passive voice is used in the first of the two sentences could perhaps be
attributed to a rhetorical routine, if not for another implication of passiveness in
the other sentence. Surprisingly enough, by engaging into personal
characterization of the partner (as good as your word - let me drop phraseological
considerations here), Kwasniewski in fact further builds up an aura of superiority
around the American side. This time however, its fate-dictating powerfulness is
presented not so much in terms of ruling capacity, but rather in terms of
protectiveness. It is the image of the proverbial Uncle Sam that appears to be
invoked in the passage, the vision of a country which not only “knows better” and,
consequently, has its say in the matter on grounds of internal strength as such, but
also kindly uses its potential for the sake of others.

An important remark to be made is that President Kwasniewski’s
acknowledgment of American superiority, however rhetorically inconvenient in
front of the home crowd at the Castle Square, is going to be balanced by
oncoming enactments of historically marked presence of Poland in the
international arena. This, I believe, proves coherence of presentation of the four
pragmatic frames within the speech (cf. Van Dijk 1977). Still, when expounding
on the past, Kwasniewski will in turn be reluctant enough not to address issues
ranging back in time beyond the Declaration of Independence. Doing so, not only
might he undermine his partner’s moral right to rule and protect, but also damage
the aura of any partnership at all.

2. 2. Fitting in

There are two major discrepancies between the USIA coverage of President
Kwasniewski’s address and what seems to constitute his actual message. One of
them relates to Poland’s perception of the Alliance as such, and the other to
Poland’s perception of how the Alliance might possibly benefit from the
accommodation of new members. Since I consider it convenient for the reader to
follow the analysis of the speaker’s words in accordance with chronology of the
address, the latter question will be dealt with in (2.4.). Right now I wish to cast
some light on the manner President Kwasniewski handles his outline of world
security under NATO command. The following examples are found
approximately one-third of the way through the entire speech:

(3) Everything going on these days has a historic dimension. The end of the
Yalta order is approaching. The area of stability and security is expanding. The
peaceful order is being consolidated. Poland has not been in a better situation
Jor centuries.

(4) The era that we live in is symbolized not by walls dividing people but by
bridges linking them. Not by hostility, but by cooperation. Not by a balance of



fear but by common security. America won the Cold War so that the fruit of this
victory could serve free nations. America has shown the world that to be a
superpower means to participate, to care about, and build the future.

(5) It [Poland’s membership in NATO] is a natural and logical choice...

Perhaps the most striking pragmatic quality of these passages is that they are
densely packed with direct assertions, which clearly outweigh other illocutionary
acts. The pragmatic and rhetorical power of assertion has been thoroughly
investigated in recent years. What has been found is that although the primary
function of assertive acts is to assert a state of affairs only, many such acts trigger
additional inferences on the part of the addressee. In somewhat more precise
terms, assertions seem to be capable of enacting credibility, on which the speaker
can formulate or impose other acts, not necessarily of an assertive nature alone. In
actual fact, it is the very domain of political language that appears particularly
characteristic of a number of directives clustered around respective assertions (cf.
Wilson 1990; Cap 1997). And so, that assertions can be forceful is something to
bear in mind when analyzing President Kwasniewski’s speech.

How does he acquire his credibility, then? Simply by reiterating messages
which stay in line with the pre-existing beliefs most of his audience might share
(cf. Festinger 1957). The end of the Yalta order is a fact realized, amongst other
political events, by the crumbling of the Soviet empire. President Kwasniewski’s
mention of the American victory in the Cold War is another reiteration performed
on a similar basis. That the fruit of this victory is going to serve free nations is in
turn an enactment of anti-isolationism, an idea which, having originated with
Franklin Delano Roosevelt, has been imposed upon the American minds ever
since - to the effect that it gradually became one of the major face-creating assets
which have been battled for in presidential campaigns since World War II (cf.
Windt 1994). It has therefore been relatively safe for Kwasniewski to tackle such
issues, in hope that his audience would find him credible enough to accept later
points, such as the claim for Poland’s membership in NATO on grounds of
historical dogmata and natural order in (5). Interestingly, this claim would most
probably have been less appealing if not for the apparent deagentization of
assertions in (3) and (4). There are virtually no agentive forces being assigned any
“responsibility” for the end to the Yalta order, stability, security, peaceful order,
bridges, or cooperation, even if we all know, recognize and perhaps appreciate
NATO’s role in shaping both post-war and post-1989 security structures.
However obvious the latter might be, and further given that President
Kwasniewski in (4) finally acknowledges American contribution (probably for the
reasons explained in 2. 1.), his earlier, deagentized claims do not cease to work
toward the enactment of naturalness of historical change which itself ultimately
allowed for Poland’s integration into the Alliance. There seem to be no better
circumstances for assuming passiveness, which I believe President Kwasniewski
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partly does toward the end of (3), saying Poland HAS NOT BEEN in a better
SITUATION for centuries [capitalization mine]. Hand-in-hand with this
assumption comes an implicit impesition of not only an inherent right to join
NATO, but also a directive at “whoever” is going to be responsible for world
security now to further deal with what “naturally” emerged as a self-construed
reality (after all, powerful and kind-hearted leaders need neither be replaced nor
substantially assisted, do they?)

2. 3. In search of compensation...

To say that the speech of President Kwasniewski pays merely an adequate tribute
to past accomplishments of the Polish people over centuries would certainly be an
understatement, considering that approximately 50% of verbal forms used in the
address take a past ending. About half-way through the speech, Kwasniewski
gives a chronological account of four distinct periods in Polish history. Let me be
particularly considerate to the reader here and recognize the limitations of space,
choose single sentences for exemplification:

(6) It was here that the first European constitution was passed in 1791.

(7) Later, in 1939, there came a moment when we were attacked from the west
and the east at the same time.

(8) Poland and the whole of Central Europe - through no fault of their own -
were left excluded from all post-war reconstruction projects, integration, and
cooperation in the field of security.

(9) “Solidarity™, the protests of the 1980s, the “round-table talks” marked the
beginning of a great transformation.

If you look at the thematic structuring of examples (6)-(9) (note that selection
follows the chronology of President Kwasniewski’s speech), you will probably
find that sentences (6) and (9) somehow tend to “embrace” the remaining two.
This is due to the fact that, in contrast to (7) and (8), they both deal with
remarkable achievements, which indeed have been a contribution to the European
civilization. On the contrary, sentences (7) and (8) set up an aura of isolation,
during which period no such contribution was made. Yet, for the reason that
sentences (7) and (8) are framed by (6) and (9), they might be perceived as
thematically-marked and therefore non-representative in context (cf. Halliday and
Hasan 1976). What follows is that the addressee will consequently consider the
inside of the text in terms of an exception to its complex thematic frame. In
actuality then, President Kwasniewski enacts an image of continuity of Polish
presence on the international arena, only temporarily disrupted by external factors.
An emerging implicatum is that, since Polish membership in the international
community is a stability-related (stability-ensuring, in fact) norm and a drive



toward stability has been only self-evident in recent years, the peaceful order in
Europe ought to be restored to such standards that would automatically recognize
Poland’s deserved place in the community of ancient democracies.

The implications do not stop here, though. Actually, it appears that sentence (8)
thematically mirrors a great deal of the present-day discourse on NATO
expansion. Let us imagine a fragment of a cover story saying, (10) Countries of
Central Europe have been integrated into the newly emerging security structure,
which as such is about to become an instance of reality, rather than mere
hypothesis. Now, let us compare it to how the actual sentence (8) is structured.
What we find is that there holds an analogy in the subject reference, another
analogy in the verbal voice, and still another in adverbial phrase reference. That
sentences (8) and (10) lack agents is a follow-up analogy being formally true, yet
misleading in terms of the generated implicatures. There is good reason to believe
that, for historical and political reasons, one might consider the American side an
underlying co-agent in the case of the former sentence and a full agent in the case
of the latter sentence. Consequently, if we assume that the USA used to have
grounds to compromise with the USSR on the seclusion of the Central Europe in
exchange for the maintenance of the wobbly balance of power back in 1945, we
are naturally prone to conclude that nowadays, with the Soviet threat most
probably gone, there is nothing that might prevent Uncle Sam from fostering
European integration. Mindful of the size of tragedy and humiliation that followed
the 1945 compromise, the addressee is likely to have such implicature turn into an
obligation - forceful enough to remove any NATO-related responsibilities from
the shoulders of those who apparently deserve compensation for years of
suffering.

2. 4. Fitting in (continued)

It is quite remarkable that, as long as they are interpreted in isolation from the rest
of the speech, the first paragraph and the third paragraph of the USIA report do
provide a reasonably balanced account of costs and benefits relative to the
expansion of NATO - the reason being the fairly general character of the third
paragraph. Although it seems natural for political audiences to expect the idea of
“what we are” to be followed up by “how we (will) act” (cf. Cap 1997), such
topical and pragmatic shift is virtually absent from President Kwasniewski’s
address, certainly not for the limitations of space. In fact, before the speech ends
there is enough of it to acknowledge a skillful use of the defeasibility of an action
implicature, which is inferable from the USIA quotations if and only if the whole
speech has been analyzed. The key problem is that, although the enumeration of
accomplishments indeed cancels the assumption of obligations, no earlier than
upon a complete analysis is this cancellation traceable. With only a portion of the
actual text provided, the reader is likely to perceive the third paragraph of the
USIA coverage in terms of an introductory generalization of what he believes




must have followed it. On the other hand, when approaching the end of the full-
size text, he will consider the implicature canceled back at the very first moment it
was followed by an enactment of presence instead of action.

2. 5. Summary

As it has been noted earlier in the paper, the assumption of passiveness on the
Polish side is an underlying implicatum behind all four of the analyzed frames.
Negotiating a safe “passenger seat” in the “NATO limousine”, President
Kwasniewski settles on his major rhetorical asset, a continual adherence to a
multidimensional status quo. On the one hand, he would be pressing for
membership on account of Polish heritage and an established contribution to the
making and cultural growth of the Old Continent. Doing so, he would remind his
audience of the first constitution ever passed in Europe, bring up images of World
War II, or even presuppose Poland’s place in NATO ((71 ) Not for a moment will
Poland in NATO forget the aspirations and hopes of Romania, Slovenia, ... , he
eventually says). One might perhaps consider this strategy negotiation of a
civilizational status quo. On the other hand, however, President Kwasniewski
would encourage the US side to continue the mission which has been enjoying an
almost worldwide applause over the past five decades, and there is hardly any
more spectacular way to cling to a status quo in security leadership than with the
welcome opening of the speech. Nevertheless, it should be remembered that
neither of these strategies is capable of enacting political engagement, one being
merely a glorious recollection of the latter and the other surrendering it up to the
leader.

3. Clinton: “Do your part, unless...”
President Clinton was to speak second at the Castle Square. Following is the
USIA coverage of his address:

Warsaw -- “Three years ago this week,” President Clinton told the citizens of
Warsaw July 10, “I came to this great city and made this pledge: Nothing about
you without you. Nic o was bez was.”

“Now Poland is joining NATO,” he said. “Poland is taking its place in the
community of democracies. Never again will your fate be decided by others.
Never again will the birthright of freedom be denied you. Poland is coming
home.”

In remarks to Polish citizens gathered in Castle Square in downtown Warsaw,
Clinton had this message for the American people and their representatives on
Capitol Hill: “To the citizens of my own country I say, this land where I speak
has known the worst wars of the 20th century. By expanding NATO we will
help to prevent another war involving Poland, another war in Europe, another
war that also claims the lives of Americans.”



One week ago was the 4th of July, America’s Independence Day, the President
said. “More than 200 years ago, you sent your sons to help to secure our future.
America has never forgotten. Now, together we will work to secure the future of
an undivided Europe for your freedom and ours.”

“That is the promise that brings us together today,” Clinton said. “That is the
promise that will keep us together in a new Europe for a new century. That is
our promise to all the young people here today and to generations yet to come:
Security, for 100 years. Sto lat. Democracy for 100 years. Freedom for 100
years.” (Washington File 97071006. USIS, USIA.)

When compared to the account of President Kwasniewski’s speech, the USIA
report on President Clinton’s address reveals a striking proportion of similarities.
In fact, both coverages hardly differ in structure; nor do they elucidate any
different thematic/pragmatic content of the speeches. First, both reports bring up
an apparently equal share of mutual costs and benefits following NATO
expansion, their structural parallel being the first and, predominantly, the third
paragraph of Kwasniewski’s coverage vis a vis exclusively the third paragraph of
Clinton’s coverage. Second, both ellicit an image of a fair partnership built on
historical grounds. The structural correspondence holds even stronger here: the
layout of the reports has the fourth paragraphs follow virtually an identical
thematic line, except that Clinton tactfully reverts Kwasniewski’s tribute to the
American support. Third, among the most important messages of both speeches
will be what the third paragraphs of the respective coverages deal with, the
parallel appearing in the matter of function, rather than content. We have namely
seen thus far how misleading the third paragraph of the USIA report on President
Kwasniewski’s address might be, especially when it comes to the issue of political
involvement. Not to jump ahead of the actual analysis, let me only suggest now
that the interpretation of the third paragraph of the USIA report on President
Clinton’s speech will again be an exercise in spotting intricacies of powerful
implicatures, as well as sociopsychological underliers of political talk. To close
this outline of analogies I should repeat what I said in the introduction: both
coverages fail to account properly for the pragmatic load of the speeches as such.

3. 1. “..., unless you surrender to a foreign rule”?!

There is not a single word in the USIA coverage of President Clinton’s speech
that would either state or imply Poland’s responsibilities entailed by the expansion
of NATO, contrary to tens of such markers in the whole address. There is not a
single suggestion of actual costs following the membership, one that would do
justice to numerous implications of a new share in financing the new security
structure in Europe. Finally, there is nothing in the report that would account for
what might possibly happen should Poland prove unable to meet NATO
standards. Instead (?!), the USIA report offers a lengthy reassurance right in the
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third paragraph, by itself longest in the coverage. Let us then look at a necessarily
longer fragment of President Clinton’s speech at the Castle Square:

(12) NATO is doing its part - taking in new members, taking on new missions,
working with new parners. (.)

(13) Now, as your President has said, you must continue to do your part.
Poland, Hungary, and the Czech Republic will now become full members of our
Alliance, with the full responsibilities of membership - the responsibility to
nurture and strengthen and defend Your democracies, because, as we in
America know, after more then 200 years the struggle for democracy is never
over, it must be fought every day.

(14) The responsibility to continue the remarkable transformation of your
economies, because, having known poverty, you know the true value of the
prosperity you have only begun to achieve. The responsibility to reach out to all
Your neighbors, to the East as well as the West, including the people of Russia.
You must continue to build in tolerance what others destroyed in hate.

(15) The responsibility to meet NATO's high military standards and to help to

bear its cost, because true security requires strength and readiness. We know

you are ready to share the burdens of defending freedom because you know the
price of losing freedom.

In actuality President Clinton’s address, insofar as it deals with practical
implications of Poland’s membership in NATO, demonstrates a pragmatic
continuum. It sets up a context for a directive, performs the directive both on- and
off-record (cf. Brown and Levinson 1987; Thomas 1995), supplements an
entailment, and ultimately backs up the whole sequence with an implicit warning.

Namely, in (12) Clinton asserts a substantial contribution on the part of the
Alliance, whereby he implicates an absence of such contribution from the
prospective members. This built an implicature, self-defeasible by definition,
undergoes a half-cancellation by the continue part in (13), only to have provided
the addressee with sufficient background to take what follows in (13) and (14) as
a matter of course. Consequently, the indirect orders that characterize paragraph
(13) and paragraph (14) are practically bound to fall within the addressee’s
latitude of acceptance, rather than rejection. Furthermore, the internalization of
obligations imposed by the you must repetitions is another factor that pre-
alleviates an attitudinal dissonance, which the audience is unlikely to experience
anyhow, having been exposed to an indisputable assertion beforehand.

The directives issued throughout (13) to (13) seem to fall into two categories.
On the one hand these are indirect commands of a relatively small degree of
implicitness, as in you must continue fo or the responsibility to parts. President
Clinton performs them baldly on-record, as they have already been neutralized by
the implicature of passiveness in (12). On the other hand, paragraphs (14) and (15)



contain implicit warnings; respectively, of the return to poverty, and the
restoration of Poland’s political dependence (losing freedom). The warnings will,
however, slide off-record in Clinton’s speech, since he has made no attempt to
pre-neutralize them the way his orders have been pre-neutralized. And so,
President Clinton’s warnings in (/4) and (1) reveal a perplexing mixture of
indirectness, hinting via lexical juxtapositions (“stick and carrot” tactics),
incompleteness of nominalizations (the agent canceled, it is left unclear who
might re-attempt a political takeover of Poland), and semantically neutralizing
metaphors (note the use of the Clausewitz’s concept of political price, gains, and
losses).

Somewhat analogously to the presence of a dependency link between the
assertion in (12) and all the subsequent directives which I have just pointed to,
President Clinton’s performance of the latter ones entails more directives.
Positioned as an integral part of the overall package of obligations resulting from
the prospective membership is namely a responsibility to assume a regular share
in financing the new NATO. A potentially face-threatening act, Clinton’s
imposition of such responsibility over Poland comes once again within a
neutralizing frame. The principal components of this frame are the assertion
following the directive (because true security...), the verb preceding it (kelp), and
in fact paragraphs (12) to (14), which have been building up a truly ideological
setting for the consideration of the down-to-earth implications of NATO
expansion.

Having expounded on the US perception of the new Alliance, President Clinton
finally visualizes a situation which might be the result of either a blatant rejection
of his ideas by the countries of Central Europe, or, more probably, their inability
to meet the enforced standards. The implicit warning in (15) seems quite
reminiscent of the “tiger metaphor” coined by President Kennedy in his 1961
inaugural (cf. Windt 1994), yet it is by far better constructed and placed in the
speech. Not only does it provide a forceful closing to the most important section
of the address, but it does so with a presupposition of partnership and mutual
understanding, one that adds to the common ground prescribed by the occasion.

4. Conclusion

Imagine the USIA gives a truly comprehensive account of Clinton’s points.
Imagine the reader discerns more of strenuous persuasion than of courtship and
reassurance. There is obviously no room for persuasion and argument in a
political address unless there is an underlying problem to overcome. There is no
need for a linear buildup of argument unless resistance is presupposed, either.
Thus, the expansion of NATO posing a problem, is it worthwhile to support an
increasingly bigger spendings it incurs? For an average American taxpayer, is the
vague benefit going to pay for the cost?
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Imagine the USIA takes an effort to interpret Kwasniewski’s words or simply
provides longer quotations. Is it worthwhile to invest in a country, however
strategically located, whose head would talk of the past rather than future, in an
address that has been expected to delineate actual policies?

As we have seen, both coverages were far from inciting such questions. A
government-sponsored nonprofit agency, the USIA would rather reassure the
addressee his money buys American security. That it same buys loyalty of the
media he will probably never know.
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The Tough Construction is neither Extraction nor Control

Yoon-Suk Chung
UC Berkeley

1. INTRODUCTION. The English fough construction (TC), illustrated in (1), is a
structure in which one of a small class of adjectives like tough, easy, etc.(= tough
predicates) has a subject which is understood as the so-called missing argument of
an infinitival complement.

(€)) a. John is easy to please.
b. Mary would be difficult for anyone to talk to.

The TC has been identified in generative grammar either as a species of
extraction, or as a species of control. In this paper, I will argue that the TC is
neither extraction nor control, but a third type of construction that shares one salient
grammatical property with these other two constructions.

First, I will review two accounts of the TC, the extraction account and the
control account, and point out some problems with these accounts. I will then
suggest a new construction grammar-based account of the TC.

2. TWO ACCOUNTS. The essential problem presented by the TC is how to account
for the missing argument embedded under a tough predicate, the so-called rough
gap.!

For the past four decades, this question has been answered in terms of
already existing analyses of English syntactic phenomena. That is, the TC has
sometimes been treated as a kind of extraction construction which otherwise include
things like wh-questions, and topicalization constructions, etc. as illustrated in (2).

2) a. Who do you think John admired?
b. Mary, I think John admired.

Alternatively, it has been treated as a kind of control construction, which otherwise
includes equi and raising phenomena, as in (3).

3) a. John tried to leave.
b. John seems to have left.

2.1. EXTRACTION ACCOUNT. The Extraction account basically says that the fough
gap is created when an argument is extracted or displaced from an otherwise
realized embedded argument position.

The extraction account started with Chomsky (1977), and has become the
dominant view. For example, in GB, Chomsky (1986) suggests a D-structure (4a)
for sentences like (1a):

(Y] a. Johnis easy [p [;p PRO to please OP ]
b. John,is easy [-p OP; [}, PRO to please t;]

In (4b), a trace is created in the missing argument position as a result of movement
of a null operator (OP) to the clause-initial, non-argument position of the embedded
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infinitival phrase. This operator is later coindexed with the matrix subject of the TC
(= the tough subject).

Basically, the same idea has been implemented in monostratal frameworks.
In standard GPSG or HPSG such as Gazdar et al. (1985), and Pollard and Sag
(1994), the tough gap arises as the value of the gap feature SLASH propagates
from the gap position via extraction path to the position where it is cashed out, or
receives its value.

The trees shown in (5) and (6) should make this clear. In (5) of the Gazdar
etal. (1985) treatment, the SLASH value is cashed out by the tough subject at the
node of a matrix sentence. In (6) from Pollard and Sag (1994), the SLASH value is
cashed out by the fough predicate at the node of an AP. The lexical entry easy
ensures the coindexation of the trace with the tfough subject in the lexicon.

(5) Gazdar et al. (1985)
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(6) Pollard and Sag (1994)
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2.2. ARGUMENTS FOR THE EXTRACTION ACCOUNT. There are three main
arguments for the Extraction account. First, like extraction, seen in (7a), the TC
may involve long distance dependencies. See (7b).

(@) a. Which gadget did you persuade people to buy?
b. That gadget would be difficult to persuade people to buy.

In (7), the dependencies between the missing argument positions and their
antecedents occur across more than one clause boundary.?

Second, like extraction, the TC is subject to some island constraints.3
Consider the examples in (8)-(9).
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(8)  a. *Who do you imagine the likelihood of entertaining?
b. *John would be difficult to imagine the likelihood of
entertaining.

(9 a. *Who do you imagine a person who entertains?
b. *John would be difficult to imagine a person who entertains.

(8b), like (8a), is ungrammatical since it violates the Complex NP Constraint. The
same is true with (9).

Finally, like extraction in (10a), the TC allows parasitic gaps, like the one in
(10b).

(10) a. Which paper do you think you filed without reading?
b. This paper is easy to file without reading.

2.3. CONTROL ACCOUNT. The Control account, on the other hand, says that the
tough gap is a ‘controlled” argument in the way that the understood subject in an
equi or raising construction is controlled by an argument of a higher predicate.
Control-type accounts include the rough deletion account, which is essentially the
same as the Equi NP deletion account, and a movement analysis which paralleis the
traditional treatment of raising. Control accounts also include some less familiar
analyses in monostratal frameworks like Grover (1995). (11) is a representation for
a structure (1a) on this account.



(11) Grover (1995)
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(12) Grover's lexical rule
SYNSEM | LOC |CAT SUBJ (...
COMPS (..., [INP, )

= |SYNSEM ILOC |CAT COMPS ()

suBs (. ,m)]

For Grover's HPSG analysis, the tough gap is created when the missing argument
is promoted, by a lexical rule (12), from the COMPS list to the SUBJ list of the
embedded verb's subcategorization structure, seen at the bottom of the diagram
(11). The promoted subject argument, mNP in (11), is controlled by the tough
subject in accordance with general principles that govern the relationship between
the subject of the controlled VP and its controlling subject.

2.4. ARGUMENTS FOR THE CONTROL ACCOUNT. There are two arguments for the
Control account. First, the ‘controller’ of the tough gap occurs in an argument
position, i.e. specifier of IP, not a non-argument position, i.e. specifier of CP. So,
if your theory forces you to choose between control and extraction accounts, this
fact makes the TC look more like a control phenomenon.

Second, the TC is only licensed by specific lexical predicates such as tough,
easy, etc., just as control constructions are only licensed by certain predicates.

(13) a. This door is impossible/*possible to open.
b. John tried/*screamed to open the door. (*agentive reading)

Just as a predicate like screamed in (13b) does not participate in the equi
construction, a predicate like possible in (13a) may not participate in the TC.5

2.5. PROBLEMS WITH THE EXTRACTION AND THE CONTROL ACCOUNTS.
Proponents of the extraction account emphasize the extraction properties, and de-
emphasize the control properties, dismissing them as irmrelevant or trivial.
Proponents of the control account, on the other hand, play down the extraction
properties, and emphasize the control properties of the TC. Thus, each account is
unable to account for some portion of the data.

Furthermore, there are other properties of the TC which one or the other or
both accounts cannot explain. First, unlike extraction, the TC is not always an
island for extraction. Multiple gaps are sometimes permitted in the TC, like (14a).
This property is problematic for an extraction account since canonical extraction
constructions are islands to extraction, as seen in (14b).

(14)  a. Which violin is this sonata easy to play _ on _?6
b. * Which violin did you ask which sonata Mary played _ on _?



Second, (15) shows that the TC does not allow nominative gaps.

(15) a. *John is difficult for me to believe _ went to Chicago.
b. *Mary is tough to believe _ likes John.

This property is problematic for an extraction account since, as seen in (16),
embedded subject gaps are possible with canonical extraction constructions.

(16) a. Who do you believe _ likes John?
b. Mary, I think _ likes John.

Third, as seen in (17a), the case marking in the TC is different between the
gap and its antecedent: the antecedent is nominative, but the gap is in the accusative
position. This property is problematic for an extraction account since in extraction
constructions the case assigned in the missing argument position is carried over to
the antecedent as in (17b).

(17)  a. She gy is easy for me to please _ 5qc
b. Whom . do you think you pleased _ 5cc?

Fourth, unlike control, the ‘controllee’ of the TC must be a non-subject of
the non-finite verb phrase, as shown by (15), repeated here as (18).

(18) a. *John is difficult for me to believe _ went to Chicago.
b. *Mary is tough to believe likes _ John.

This is in contrast with control where the controllee is typically a subject.

Finally, there are problems for both the extraction and the control accounts.
Depending on the speaker, a fough gap may or may not be associated with the
tough subject across a finite clause boundary. For example, while Hukari and
Levine (1991), and Grover (1995) judge the examples in (19) to be ungrammatical,
Bresnan (1971), and Pollard and Sag (1994) accept them.

(19) a. %John is difficult for me to believe Mary loves.
b. %Mary is easy for me to think John cheated.

The extraction approach cannot account for why extraction from finite clauses is
bad for some speakers since extraction is perfectly good with vanilla extraction
constructions, like the ones in (20).

(20) a. Who do you want me to believe Mary loves?
b. John, I really want you to believe Mary loves.

The control approach, on the other hand, cannot account for why extraction from
finite clauses is good for the other speakers since the controllee of control predicates
typically occurs within a non-finite VP complement, and in (19), the VP
complement is finite.

Despite these apparent problems, the relegation of the TC to either extraction
or control is inevitable in most major syntactic frameworks, since they lack any
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means to capture the common ground shared by extraction and control. In HPSG
(Pollard and Sag 1994, Grover 1995), control is handled in the lexicon, whereas
extraction is treated in the syntax, with a strict line drawn between the two
components. In GB (Chomsky 1977, 1981, 1986, Cinque 1990), both control and
extraction are handled in the syntax, but by different modules. The occurrence and
interpretation of the understood subject of a non-finite VP complement, control, is
basically regulated by the PRO theorem or NP-movement, and extraction is
regulated by subjacency constraints, together with some surface filters. Since
control and extraction are regulated by independent modules, a unified account of a
phenomenon which exhibits both of the properties is not feasible.

3. NEW PROPOSAL

3.1. SIMILARITIES AND DIFFERENCES BETWEEN EXTRACTION, CONTROL, AND
TOUGH CONSTRUCTION. Table 1 represents the common ground between the TC
and extraction, on the one hand, and control on the other hand. From this point, I
will adopt Construction Grammar terminology for extraction and control. We call
extraction the Left Isolate Construction, and we call control the Coinstantiation
Construction.

ft Isolate oinstantiation Tough
Non-local argument H H -
construal
Long distance dependency |+ - H-
Single valence structure - i H

Table 1. Relationship between the Left Isolate, Coinstantiation and Tough Construction

The first row of Table 1 shows that all three constructions involve non-local
argument construal. In other words, they involve specification of an argument’s
semantics by an argument that is not realized syntactically within a local structure.
So, in the resulting construct, some argument is construed as instantiating a valence
requirement of a predicate that occurs in a syntactic domain not governed by that
predicate. The second row of Table 1 indicates that the TC shares with the Left
Isolate Construction the property, absent in the Coinstantiation Construction, that
the dependency may be a long-distance one. The third row indicates that the TC
shares with the Coinstantiation Construction the property, absent in the Left Isolate
Construction, that the entire construction occurs within a single valence structure.
That is, in the TC, there is no left-isolate sister as a distinct syntactic position, as
there is in the Left Isolate Construction.

3.2. THE THREE CONSTRUCTIONS. Now I will demonstrate how the similarities
and differences between the three constructions are captured in a construction
grammar approach.

Before discussing each of these constructions, two preliminary notes are in
order. First, the descriptions of the constructions we will look at employ feature
structures consisting of attributes and their appropriate values. Second, the
descriptions of the constructions will be fleshed out just enough to illustrate the
similarities and the differences between them.

3.2.1. THE LEFT ISOLATE CONSTRUCTION. The Left Isolate Construction (=
extraction) is given in Figure 1.



sealed +

role  head
role filler| |sealed —
synsem #1[ ]| |cat \

val {VAL * - [synsem #1{loc - ]]}

Figure 1. Left Isolate Construction

Figure 1 says that the Left Isolate Construction consists of two daughters. It is a
verbal structure since the right head daughter is verbal, as indicated by ‘role head’,
‘cat, v’. This is achieved by an independent Head Principle in Construction
Grammar. Note that since the right daughter does not mention any information
about specific verbal forms, it can be either finite or non-finite.

If we move to the valence structure at the bottom of the right daughter, we
see some notation in the valence set. For the moment, ignore the operator Kleene-
starred VAL with the attached subscript feature structure [sealed -]. The remaining
valence value, represented as ‘synsem #1[ ]’, when read in conjunction with the
same synsem value in the left daughter, has the effect of saying that the left
daughter fills or satisfies a valence requirement of a predicator that occurs in the
right daughter. Note that what is unified is syntactic and semantic information, so
that the case marking effects we saw in (17) are maintained between an ‘extracted’
element and the corresponding valence requirement. The ‘loc -’ value in the synsem
of the right daughter represents the fact that the valence requirement is not locally
instantiated, that is, it is extracted. Note also that no restriction is imposed on the
extracted element so that the extracted element can satisfy any grammatical function
in the valence of the right daughter.

Recall that there might in principle be an unrestricted number of other
intervening predicators between the left-isolated valence element, and the predicator
whose valence it satisfies. The operator VAL* indicates this.

The formal expression VAL* [synsem #1] has the effect of saying that there
is a valence element, which unifies with the left-isolated daughter, which is
arbitrarily multiply embedded in the right daughter.

The feature structure ‘sealed + in the external structure of the Left Isolate
Construction captures the fact that the Left Isolate Construction is an island, that
nothing can be extracted or left-isolated from it, as we saw in (8)-(9). This feature
stucture is in constrast with the one ‘sealed - in the right daughter since any
predicator in the right daughter may permit its argument to be left-isolated.

3.2.2. THE COINSTANTIATION CONSTRUCTION. A simplified version of the
Coinstantiation Construction (= control) is given in Figure 2.
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syn [lex +]

SIS —
val [intrinsic #101], [gf comp

gf subj
val {[intrinsic #1 []]}

Figure 2. Coinstantiation Construction

The top line of the Coinstantiation Construction encodes the fact that the
construction is licensed by a specitic lexical item.

The lexical predicator heads a valence structure that has two valence
elements: the first is an argument, and the second is a controlled subjectless non-
finite verbal complement, as indicated by ‘srs -” and ‘gf comp’.

The unification index #1[ ] in the controlled complement, when read in
conjunction with the same intrinsic value of the first valence element, indicates that
the subject requirement of the complement has its intrinsic features — non-relational
syntactic and semantic information — supplied by another valence element of the
predicator. The fact that the controlling element is not realized as a separate
constituent corresponds to the fact on other accounts that it will be satisfied by a
constituent that appears in an argument, as opposed to a non-argument, position.

-3.2.3. THE TOUGH CONSTRUCTION. A simplified version of the TC is given in
Figure 3.

syn [lex +]
[
srs —

] gf comp | |gf comp
gf subj
val | i trinsic #1 [6 —null] | Zﬁ;ti;’[for], (sealed +)
. * gf —ISUbj

val VAL (I3 -] [intrinsic #1[loc —]]
(dni)

Figure 3. Tough Construction (a simplified version)

The top line says that, like Coinstantiation, the construction is licensed by a specific
lexical item. The valence structure says that the predicate has three valence
elements. A

The first element encodes the rough subject. As indicated in footnote 2, the
tough subject may be equi, but not raising, objects. This restriction is marked ‘@
—null* in the fough subject intrinsic valence.



The second and third valence elements represent the two oblique
arguments, indicated as ‘gf comp’ that tough predicates take. The second element is
a prepositional phrase headed by the preposition for. This is the ‘for anyone’
constituent that we saw in (1b). However, the syntactic realization of this
prepositional phrase is not mandatory. When the prepositional phrase is not
manifested, the missing constituent is interpreted as people in general or as the
speaker or the addressee or some third party whose perspective is being employed
in a discourse: free null instantiation (fni).

The third valence element is a subjectless infinitival complement, similar to
the controlled complement in the Coinstantiation Construction. The constituent is
not always an island, unlike the Left Isolate Construction, as we saw in (14a) and
footnote 6. This restriction is indicated by ‘(sealed +)’. The constituent may also be
absent. When it is absent, the address may be able to construe its content from the
the context, and is marked as ‘(dni)’ (definite null instantiation) at the bottom of the
valence structure.

The third valence element has its own valence requirement. It resembles the
valence requirement of the Left Isolate Construction’s right daughter in that it
allows for multiple embedding. It differs from the Left Isolate Construction in that
only intrinsic information is shared with another valence element, namely, the tough
subject. It differs from the Coinstantiation Construction in that the grammatical
function of the unified element must be a non-subject within the complement so that
the case markings between the fough subject and the tough gap must be different.
As we saw in (19), the coindexation of the tough subject with the tough gap may or
may not, depending on the dialects, be made across the a finite clause boundary that
an intervening predicator hosts. This fact is captured by marking ‘(fin -)” on a
valence structure that any intervening predicator has.

4. CONCLUSION. In this paper, we hope to have shown that the TC has its own
syntactic properties that cannot belong to either the extraction construction or the
control construction. :

On the Construction Grammar account, the TC is subsumed neither under
the Left Isolate Construction nor under the Coinstantiation Construction. The TC
instead shares particular properties of both constructions, and satisfies its own well-
formedness conditions. Such an account is not available to other approaches due to
their general organizational principles.

If the analysis proposed is correct, it casts doubt on the basic assumption of
the distinction between lexicon and syntax in GB or HPSG. The case study of the
TC shows that such a widely accepted view cannot be maintained, and points to the
desirability of a more flexible design of grammar such as that provided by
Construction Grammar.

NOTES

1. This issue should not be confused with another independent issue of equi vs.
raising which concerns the semantic relation between the tough predicate and the
subject. See also Grover (1995).

2. Jacobson (1992) notes, however, that it is sometimes hard to get a deeply
embedded gap in some fough sentences:

(6)) 2John is hard for me to imagine Mary wanting to meet.
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But such difficulties might be explained by the semantic oddness of the to-infinitive
phrase, i.e., ‘I imagine Mary wants to meet X’. More generally, Zwicky (1987)
independently notes that the anomaly seems to be related to the fact that object-to-
subject raised NPs, unlike equi NPs, usually do not participate in the TC. Contrast
(i) and (ii) with (iii):

(i) Nohn is hard to expect to marry Leslie.
(iii) John is hard to persuade to marry Leslie.

I'will not look into the details of the issue, since it does not have any bearing on the
extraction vs. control issue. The observed differences between raising objects and
equi objects will, however, be incorporated in our analysis in section 3.

3. Or the subjacency condition since it subsumes many, though not all, of the island
constraints.

4. Grover (1995) notes, however, that some NPs including picture nouns behave
somewhat differently:

(i) *Sandy is hard to sell some pictures of.

(ii) Who did you sell some pictures of?

(iii) *France would be impossible to meet the king of.
(iv) Which country did George meet the king of?

Since the examples involved share the same syntactic structure, the unexpected
difference in grammaticality shown in (i, ii) and (iii, iv) might be due to some
semantic factors, for which we offer no account here.

5. See Akatsuka (1979) for reasons why a predicate like possible cannot function as
a tough predicate.

6. Thus there is a well-known difference in grammaticality judgements between
(14a) and (i):

@) *Which sonata is this violin easy to play_on_ ?
We do not, however, offer any accout of the difference here.
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REDUCED RELATIVES: LEXICAL CONSTRAINT-BASED ANALYSIS
Hana Filip
University of Rochester

1 Introduction

One of the central controversies in sentence processing concerns the role of
structural factors. The touchstone for the two main competing schools of thought,
structure-based and constraint-based, are garden-path sentences, such as The horse
raced past the barn fell, discussed in sentence processing literature since at least
Bever (1970). I will here present a recent structure-based approach to garden-path
sentences of Stevenson and Merlo (1997), which is couched within Government
and Binding Theory, and contrast it with an alternative account that presuppposes
constraint-based approaches to natural language description in psycholinguistics
and linguistics (HPSG and Construction Grammar). The goal is to show that
thematic properties, which characterize the two fuzzy cluster concepts Proto-Agent
and Proto-Patient (Dowty, 1988, 1991), can account for a great number of
processing differences between sentences with reduced relative clauses based on
unergative verbs, on the one hand, and on unaccusative verbs, on the other hand.
One advantage of this novel way of looking at the garden-path phenomenon is that
it allows us to understand the influence of the main predicate in a sentence on the
magnitude of the garden-path effect. This type of data has so far gone unnoticed, to
my knowledge, and it is problematic for purely structure-based accounts.

2 Data and the Main Question: Sentences with Reduced Relative
Clauses

It is well-known that sentences with reduced relative clauses vary from being hard
or nearly impossible to interpret to being very easy, at least on a first pass. For
example, (1a) is unacceptable or difficult to process, while (1b) is far easier:

(1) a. #The horse RACED past the barn fell.
b. The butter MELTED in the pan was fresh.

Many researchers agree that this difference is correlated with the type of verb used
in the reduced relative clause. As far as their inherent or basic lexical class is
concerned, raced is unergative and melted unaccusative, a distinction introduced by
Perlmutter (1978), and also noticed by (Hall, 1965). In standard Government and
Binding approaches (Hale and Keyser, 1993, for example), unergative verbs are
syntactically characterized as having an external argument, but no direct internal
argument, while unaccusative verbs have no external argument, and a direct (non-
clausal, non-PP) internal argument. According to semantic characterizations given
by Van Valin (1990) and Dowty (1991), for example, unergative verbs. tend to
entail agentivity in their single argument and to be aspectually atelic. Unaccusative
verbs take a patient-like argument and are mostly telic. Assuming that the
difference between (1a) and (1b) is correlated with the unaccusative-unergative
distinction, the following questions arise: ‘What is the nature of the lexical
knowledge that differentiates between unergative and unaccusative verbs?’

3 Stevenson and Merlo (1997)

According to Stevenson and Merlo, it is the differences in structural configurations
at the lexical level that set unaccusative verbs apart from unergative ones, and that
ultimately result in the differences in the processing difficulty of sentences with



reduced relative clauses. They presuppose Hale and Keyser’s (1993) lexical syntax
and also apply some ideas of Dowty’s (1979) much earlier lexical decomposition
approach that is grounded in generative semantics. On Stevenson and Merlo’s
view, the difficult sentence (1a), for example, is assigned the syntactic structure (2):

(2) Stevenson and Merlo (1997:382)
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The parser, a symbolic/connectionist hybrid, developed by Stevenson (1994a,b),
cannot activate the structure (2) needed for a grammatical analysis of sentences like
(1a), “because of its limited ability to project empty nodes and to bind them in the
structure” (Stevenson and Merlo, 1997:397). Hence, their model predicts that
sentences with reduced relatives headed by passive participles derived from
unergatives are judged “all mostly or completely unacceptable” (p.355). In
particular, manner of motion verbs “lead to a severe garden path in the RR
construction” (p.353).  There are “sharp distinctions between unergative RR
clauses and RR clauses with other verbs” (p.396). Some of their examples (p.353)
are given in (3):
(3) a. The students advanced to the next grade had to study very hard.
. The clipper sailed to Portugal carried a crew of eight.
. The troops marched across the fields all day resented the general.
. The model planet rotated on the metal axis fell off the stand.
. The dog walked in the park was having a good time.
The ship glided past the harbor guards was laden with treasure.

o a0 o

In contrast, “unaccusative RRs are all completely acceptable or only slightly
degraded” (p.355). Stevenson and Merlo’s (1997:353) examples are given in (4):

(4) a. The witch melted in the Wizard of Oz was played by a famous actress.
b. The genes mutated in the experiment were used in a vaccine.
c. The oil poured across the road made driving treacherous.
d. The picture rotated 90 degrees was easy to print.
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Although Stevenson and Merlo (1997) acknowledge that other factors are important
in processing, such as lexical frequencies, thematic fit, context, world knowledge,
etc., syntactic constraints are claimed to override all the other factors in cases of
conflict and syntactic constraints alone can cause failure to interpret a sentence (see
p.-392).

However, a close look at the relevant data reveals a different picture from that
proposed by Stevenson and Merlo. Sentences with reduced relatives based on
unergative verbs, including manner of motion verbs, manifest a considerable degree
of variability in acceptability, and, in fact, perfectly acceptable sentences of this type
are easy to find. Consider examples in (5):

(5)  a. The victims rushed to the emergency room died upon their arrival.
b. The cart rolled down the ramp overturned when it hit a bump.
c. The dog walked in the park was wearing a choke collar.
-d. The diplomats jetted to Iraq were unable to diffuse the crisis.
e. The convict moved into an isolation cell became depressed.
f. The soldiers marched across the fields were ambushed by the enemy.

There are also sentences with reduced relatives headed by participles derived from
unaccusative verbs that are more difficult to interpret than some sentences with
reduced relatives based on unergatives. Examples are given in (6):

(6) a. The theatre darkened for the movie frightened some preschoolers.
b. The plaster hardened in the oven cracked with loud popping sounds.
c. The bubble burst in the hallway made the principle jump.
d. The paper yellowed in the sun was wrinkled.

What has so far gone unnoticed is that both types of sentences exhibit similar
gradient effects in acceptability that are crucially influenced by the lexical semantics
of the main verb in a matrix clause. To put it in the simplest terms, the fewer agent-
like properties and the more patient-like properties the main verb assigns to its
subject, the easier the whole sentence with a reduced relative clause is judged. This
idea will be discussed in detail in section 4, but let me illustrate it here with a few
examples. In (7a) the subject of complained, the patients, is a volitional agent in the
denoted event, and we see that the whole sentence is less acceptable than (7b) with
died as the main verb, whose subject undergoes a change of state. A similar
contrast can be found in (8):

(7) a. The patients rushed to the emergency room #complained to the nurse.
b. The patients rushed to the emergency room died.

(8) a. The Great Dane walked in the park #ugged at the leash,
b. The Great Dane walked in the park wore a choke collar.

Similar to reduced relatives with passive participles derived from unaccusative
verbs, such as darkened in (9), we see that the use of frightened as opposed to
smelled in the matrix clause is correlated with a difference in the acceptability of the
whole sentence. The reason is that frightened, but not smelled, presents the subject
the theatre as the cause of the change of the psychological state in the referent of the
direct object some preschoolers. Other similar examples are given in (10):



(9) a. The theatre darkened for the movie #frightened some preschoolers.
b. The theatre darkened for the movie smelled like popcorn.

(10) a. The genes mutated in the experiment #attacked their host.
b. The genes mutated in the experiment were used in a new vaccine.

To summarize, there is no sharp contrast between sentences that contain unergative-
based reduced relatives and those that contain unaccusative-based ones. Second,
and more importantly, both types of sentences are similar in exhibiting clear
gradient effects with respect to acceptability judgments and parsing difficulty,
which are influenced by the lexical semantics of the main verb in a matrix clause. It
must be emphasized that sentences with reduced relatives based on unergative verbs
manifest far greater variability and are on average significantly harder to interpret
than unaccusative-based ones.

Most importantly, different degrees of acceptability observed in (5) - (10) resist
an explanation in purely structure-based terms, including those couched in lexical
syntax of Stevenson and Merlo (1997). Recall that they predict that all sentences
with reduced relatives headed by inherently unergative verbs are predicted to pose
‘sharp difficulty’ (p.392) for an interpreter, and they cannot be assigned a
grammatical analysis by the parser. In order to account for unaccusative-based
reduced relatives that are not easy to interpret, such as those in (11), Stevenson and
Merlo resort to semantic factors, in addition to structural ones, to argue that they are
unergative. The reason is, according to them, that verbs like caramelise, solidify,
and yellow entail ‘internal causation’ (see Levin and Rappaport Hovav, 1995:210-
11) in their semantic description, a feature that distinguishes unergative verbs from
unaccusative ones, the latter being ‘externally caused’ (see ibid.).  Only
unaccusative verbs, but not unergative ones, sanction the expression of a causal
‘external’ agent or force as their subject-NP, when they are used transitively.
Stevenson and Merlo illustrate this point with examples in (12).

(11) a. #The candy caramelised in an hour burned.

. #The wax solidified into abstract shapes melted.

. #The paper yellowed in the sun shrank.

. The sun yellowed the paper. Stevenson and Merlo, 1997:365
. #The chain-smoker yellowed the papers.

. #The sculptor solidified the wax.

. The sculptor hardened the wax.

12)

ac o oo

By this test, yellow in (12b) and solidify in (12c) are unergative and harden in
(12d) is unaccusative. Moreover, (12b) is less acceptable than (12a), because its
subject referent may be intentionally involved in the denoted event, while in (12a) it
cannot, the denoted change of state is “indirectly brought about by some natural
force” (p. 365). Yet at the same time, Stevenson and Merlo observe (p. 357) that
agentive manner of motion verbs, which are unergative, used transitively require
their subject argument to be an Agent: cp. *The downpour marched the soldiers to
the tents vs. The commander marched the soldiers to the tents. (This observation is
based on Cruse, 1972; Jackendoff, 1972; Levin and Rappapport Hovav, 1995.)
This inconsistency clearly indicates that a test based on the possibility of the overt
expression of an agent/causal force cannot be the right diagnostic for deciding the
membership of verbs in the unaccusative and unergative class. The main source of
confusion are here the correlations ‘non-agentivity - external causation - possibility
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of an overt expression of an external agent/force’, on the one hand, and ‘agentivity
- internal causation - prohibition against an overt expression of an external
agent/force’, on the other hand. Moreover, what is lacking is a precise
characterization of the notions ‘internal and external causation’, introduced by Levin
and Rappaport Hovav (1995).

The fact that Stevenson and Merlo do resort to rather subtle semantic criteria in
order to account for difficult cases is instructive, because it shows that purely
structure-based accounts are insufficient and that semantic explanations are
necessary in addition to structure-based ones. Indeed, one may ask to what extent,
if at all, syntactic factors are necessary in addition to semantic ones in order to
account for the garden-path phenomenon. If we focus on the differential semantics
of the verbs in the material discussed here, we can begin to understand the
overlapping distribution of sentences with reduced relatives as well as the great deal
of variability with respect to how good or bad they are judged to be. A particularly
fruitful way of capturing the relevant semantic entailments of verbs is in terms of
Dowty’s theory of thematic Proto-Roles and argument selection. In the next section
I'will introduce Dowty’s theory and its application to the interpretation of sentences
with reduced relative clauses.

4 Thematic Properties of Verbs and Language Comprehension

4.1 Dowty (1988, 1991)

Dowty proposes that the only thematic roles are two cluster concepts, Proto-Agent
and Proto-Patient, each characterized by a set of verbal entailments, given in (13)
(see Dowty, 1991:572):

(13) ntributi roperties for the Agent Proto-Role:
a. volitional involvement in the event or state
b. sentience (and/or perception)
C. causing an event or change of state in another participant
d. movement (relative to the position of another participant)
(e. referent exists independent of action of verb).

Contributing properties for the Patient Proto-Role:

a. undergoes change of state

b. incremental theme

c. causally affected by another participant

d. stationary relative to movement of another participant
(e. does not exist independently of the event, or not at all).

Proto-Agent and Proto-Patient properties are ‘higher-order generalizations about
meanings’. “[A]n argument of a verb may bear either of the two proto-roles (or
both) to varying degrees, according to the number of entailments of each kind the
verb gives it” (Dowty, 1991:547). The Argument Selection Principle (p.576)
determines the direct association of clusters of Proto-Agent and Proto-Patient
properties with grammatical relations in a many-to-one fashion;

(14) Argument Selection Principl
In predicates with grammatical subject and object, the argument for which the
predicate entails the greatest number of Proto-Agent properties will be
lexicalized as the subject of the predicate; the argument having the greatest
number of Proto-Patient properties will be lexicalized as the direct object.



4.2 Compatibility between Subjects in Sentences with Reduced
Relative Clauses

I suggest that a decisive factor (though not the only one) for the acceptability of a
sentence with a reduced relative clause is the constellation of Proto-Patient and
Proto-Agent properties assigned by the main verb in a matrix clause and the passive

participle in a relative clause to their respective subjects. This idea is formulated in
(15):

(15) Hypothesis
The acceptability of sentences with reduced relative clauses, headed by passive

participles derived from unergative and unaccusative verbs, increases when the
passive participle and the main verb of a matrix clause assign their subject-NPs
more Proto-Patient, and fewer Proto-Agent, properties.

The intuition behind (15) is that sentences are easier to interpret when there is an
internal coherence among the interpretations of their constituents. One way this
coherence can be achieved is in terms of compatible or even identical assignments
of thematic properties to different NP arguments that are associated with one and
the same participant in the domain of discourse. In sentences with a reduced
relative clause the internal coherence depends in part on the thematic compatibility
between the subject NP in the matrix clause and the PRO subject of the reduced
relative. Let us take (1a) #The horse raced past the barn fell. At the point when
raced is processed, the preferred syntactic-semantic pattern is that of the main clause
with a highly agentive subject-NP. However, when fell is processed, raced must
be understood instead as a passive participle. Passive participles in general
presuppose the existence of corresponding active transitive verbs whose subjects
correspond to active direct objects (see Sag and Wasow, 1997:164, for example;
but passive subjects do not always correspond to active direct objects, see Postal,
1986; Zwicky, 1987; and others). Let us now look at the assignment of thematic
properties by the verb raced in its intransitive and transitive (causative) use:

(16) Distribution of Proto-Agent (PA) and Proto-Patient (PP) properties for
RACED

a. Vi: unergative b. Vi lexical causative

The horse RACED past the barn The rider RACED the horse past the barn
| | |

PA PA PA & PP
(+ volition) + volition (+volition)  +causally affected
+ sentience + sentience + sentience
+ movement + causing + movement
event/change

The subject the horse of the intransitive raced corresponds to the object of the
transitive raced. They share three Proto-Agent propetties, two of which are also the
Proto-Agent properties assigned to the subject the rider of the transitive raced.
Although the rider and the horse as arguments of the transitive raced are close in
Proto-Agent properties, they differ in so far as the former is the ‘causer of the
denoted event’, a Proto-Agent property, while the latter is entailed to have the
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Proto-Patient property of being ‘causally affected by another participant’. This
motivates the lexicalization of the rider and the horse as the subject and the direct
object, respectively, as predicted by Dowty’s Argument Selection Principle (see
(14)).

Typical unergative verbs used transitively do not fit the semantics of prototypical
transitives. Intuitively, the latter can be understood in terms of a ‘billiard ball
model’, as Langacker (1986) calls it, which involves two participants that interact in
an asymmetric and unidirectional way, whereby one of them is directly affected by
some action (possibly involving movement, contact, effect, and the like) instigated
or caused by the other participant. Now, the direct object of an inherently
unergative verb used transitively corresponds to the intransitive subject and has a
thematic make up of a “good” Agent (having a few Proto-Patient and several Proto-
Agent properties), rather than of a “good” Patient. That is, we may understand a
sentence like (16b) as being semantically decomposable into two causally related
clauses: (i) The rider did something to the horse and (ii) The horse raced. (See also
Fillmore, 1971:46-7, for a similar example.) The horse is a Patient-like participant
from the point of view of the first clause and an Agent-like participant from the
point of view of the second. Having to reconcile these two different perspectives is
directly related to the awkwardness often associated with the transitive use of
unergative verbs. This also carries over to passive participles derived from
inherently unergative verbs, because prototypical passive participles require a high
number of Proto-Patient properties in their subject arguments. These observations
correctly predict that reduced relatives with passive participles derived from
inherently unergative verbs are hard to interpret if the transitive and/or passive use
of unergatives is judged hard. This is illustrated by examples in (17) - (19):

(17) a. #John waltzed the debutante across the dance floor.
b. The debutante was waltzed across the dance floor.
c. #The debutante waltzed across the floor wore a beautiful dress.

(18) a. John glided the puck across the ice.
b. #The puck was glided across the ice.
c. #The puck glided across the ice slipped through the goalie’s mitt.

(19) a. #The trainer danced the bears.
b. #The bears were danced around the ring by their trainer.
c. #The bears danced around the ring were amusing.

Of course, not all transitive and passive uses of inherently unergative verbs are odd.
For example, John walked his dog and Fido was walked by John tonight are
perfectly natural. Apart from the thematic compatibility discussed here, other
factors, such as certain expectations related to the occurrence of highly
conventionalized combinations of words and general world knowledge, may come
into play and override the semantic mismatch described above.

To return to our lead example, the PRO subject of the passive participle in (20)
has the same thematic properties as the corresponding active object in (16b), it is
not a “good” Patient, and hence it does not fit the prototypical semantics of
passives. The analysis of raced as a passive participle is then further made difficult
by the main verb fell, because it assigns the Proto-Agent property ‘movement’ to its
subject the horse. If, on the other hand, the main verb of a matrix clause assigns



Proto-Patient, rather than Proto-Agent, property (or properties) to its subject, the
magnitude of the garden path effect is diminished. This is illustrated in (21) with
the main verb died, which is somewhat easier to interpret than (20).

(20) The horse; [ < PROj> RACED past the barn ] fell
| | |

PA PA & PBR I

+ movement (+ volition) + causally affected + movement
+ sentience (+ change of state)
+ movement

(21) The horse; [ <PROj > RACED past the barn 1 died
| | |

PP PA & PP PP
+ undergoes change (+ volition) + causally affected + undergoes change
of state + sentience of state

+ movement

Although the difference between (20) and (21) may appear subtle, the subject of
died is clearly a “bettter” Patient then the subject of fell, as it undergoes a permanent
change of state.

Let us now look at sentences with reduced relatives headed by passive participles
derived from unaccusative verbs. As (22) and (23) show the subject of the
unaccusative melted, the object of the corresponding active transitive melted and the
PRO subject of the passive participle melted are all entailed to have the same three
Proto-Patient properties: ‘change of state’, ‘Incremental Theme’ and ‘causally
affected’.

(22) Distribution of Proto-Agent (PA) and Proto-Patient (PP) properties for
MELTED:

a. Vi: unaccusative b. Vt: lexical causative
The butter MELTED in the pan The cook MELTED the butter in the pan
| | |

pp PA PP
+ undergoes change of state + volition + undergoes change of state
+ Incremental Theme + sentience + Incremental Theme
+ causally affected + causing event/change + causally affected

(23) The_butter ; [ < PRO; > MELTED in the pan] was fresh

|
PP
+ undergoes change of state
+ Incremental Theme
+ causally affected

Consequently, the reanalysis of the unaccusative melted as a passive participle in
(23) involves no change in the thematic properties of the argument the butter. This
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facilitates an easy recovery from a garden-path, provided the lexical semantics of
the main verb in the matrix clause also entails a high number of Proto-Patient
properties in its subject. For example, (23) with the main predicate was fresh is
Judged easier to process than (24) with the main verb dripped, as is predicted by the
hypothesis in (15).

(24) #The butter melted on the stove dripped onto the kitchen floor.

To summarize, I showed that the unaccusative-unergative distinction that Stevenson
and Merlo characterize as a syntactic distinction correlated with difficulty or ease of
processing in reduced relative clauses can be re-cast as a distinction that concerns
the assignment of thematic roles. One advantage of this novel way of looking at the
garden-path phenomenon is that it allows us to understand a set of data that have
never been systematically commented on before: namely, the influence of the main
predicate in a sentence on the magnitude of the garden-path effect (see (7) - (10)).
The analysis in terms of Dowty’s thematic roles, encapsulated in (15), also makes
the correct predictions here. The semantic account proposed here is understood as
part of a constraint-based sentence processing system. As far as its linguistic
assumptions are concerned, it presuppposes constraint-based approaches to natural
language description: HPSG and Construction Grammar, In what follows I will
outline the main characteristics of a constraint-based grammar assumed here and
some plans for the future research.

S Lexical Entries and Constraint-Based Approach
The lexical constraint-based grammar presupposed here has all the main hallmarks
of recent versions of HPSG (see Sag, 1997; Sag and Wasow, 1997, for example).
Assumptions about lexical semantics of verbs and linguistic information directly
associated with extra-linguistic context and general world knowledge are influenced
by Fillmore’s work and Construction Grammar (see Fillmore and Kay, in press).
The overall architecture is monostratal, non-derivational and non-modular. It is
characterized declaratively by specifying types of well-formed linguistic
expressions (e.g., words, phrases, part of speech classes, argument structure
_classes, and traditional morphological classes, for example) and constraints on
those types. All properties of linguistic expressions are represented as feature
structures. The main explanatory mechanism is unification in the narrow sense of
structure sharing of token-identical feature structures (cf. Pollard and Sag, 1994).
Constraint-based approaches in linguistics and psycholinguistics share two main
assumptions: ~First, a sentence’s interpretation requires satisfaction of multiple
(possibly differentially weighted) constraints from various domains of linguistic
and non-linguistic knowledge. Second, the integration of such diverse constraints
is facilitated by the information contained in lexical entries. Verb-based syntactic
and semantic patterns provide a guide for interpreting core aspects of the sentence’s
structure and meaning, whereby semantic constraints often have a privileged status.
Let me, therefore, introduce the main features of lexical entries using a simplified
lexical entry for the transitive active raced in (25):



(25) CPHON  raced T
SYN HEAD verb
AT <[1INP, [2]NP.

SEM 6 <e, [1}; 2] >
CONTENT [psoa
R (R rae
roer i
I
CONTIEXT [ ...]
- -

(25) contains phonological, syntactic, semantic and pragmatic information, encoded
as values of the feature attributes PHON, SYN, SEM and CONTEXT, respectively.
The value of SYN encodes syntactic information required for constructing syntactic
projections headed by raced. The linking between the syntactic (SYN) and
semantic (SEM) structure in the lexicon is mediated via co-indexation of syntactic
arguments and thematic argument slots, and motivated by Dowty’s Argument
Selection Principle (here given in (14)). Each argument slot in the thematic
structure of a verb corresponds to a cluster of Proto-Agent and/or Proto-Patient
properties. Thematic argument slots in turn are co-indexed with individuals in the
predication feature structure PRED, which together with ‘psoa’ constitutes the value
of CONTENT. The feature structure PRED captures the assumption that verbs
semantically express relations between individuals. The attributes ‘racer’ and
‘racee’ include properties that we associate with the individuals 4’ and ‘j° on the
basis of knowing that the statement ‘i raced j’ is true. The attributes ‘racer’ and
‘racee’ correspond to ‘frame-specific participants’ in Fillmore (1986) or ‘individual
thematic roles’ in Dowty (1989). In a given single-clause predication, further
semantic restrictions on participants are imposed by the interpretation of noun
phrases. For example, ‘[racer i]’ will be constrained by the content of the NP
filling the ‘[1NP’ place. The proper association of ‘(1INP’ with ‘[racer il is
ensured through the co-indexation in the thematic structure ‘[1};’. PRED does not
provide an exhaustive account of all that we know about the meaning of a given
verb. For example, what role an individual plays in a given situation depends on a
number of other factors, including world knowledge, which is encoded under
‘psoa’, a parametrized state of affairs. (For a related, though not identical, use of
‘psoa’ see Pollard and Sag, 1994; Sag and Wasow, 1997.) Apart from the lexicon,
a constraint-based grammar also includes the syntactic level with phrasal templates.
This is illustrated in a highly simplified diagram (26):

(26)
VFORMS  raad raced raced

past adti ve pssivepatidple  pastactiveparticipie
LEXICON i Vi

RACED1  RACER RAGED3  RACED4  RACEDS

r * i *

PHRASAL ativeintrans ativetras passive redled reldive
TEMALATES | NP Vadive NP Vadive NP NP Vpaspat (PP) <PRO> Vpass. pat

In general, types at each level of representation are cross-classified in multiple
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inheritance hierarchies according to their shared information. The information
shared by a given class of objects is associated with a general type and is
automatically passed down from the general type to specific members of the class.
For example, RACED2 (past active transitive) and RACEDS (past active participle
transitive) inherit information from the generic lexical entry for transitive verbs,
here located in the node Vt. Types directly subsumed under the same supertype
represent mutually exclusive alternatives. For example, RACED2 (past active
transitive) and RACED3 (passive participle) are mutually exclusive (here indicated by
the thick starred lines). Mutually exclusive types often represent multiple
interpretation alternatives and differ in frequency of occurrence in the language.
For example, the active intransitive use of raced is more frequent than the active
transitive one. Such frequency information is also encoded in the lexical entries of
verbs.

Unification allows us to represent dependencies and connections within one
particular level of representation and also among different levels. Feature structures
representing compatible types are unified in a new coherent structure by linking
them to a single feature structure: e.g. [VFORM PAST.ACTIVE] % [SYN Vi]. One
advantage of this system is that it allows us to capture the observation that different
types of information that characterize the use of a given word are dependent on each
other so that accessing one type of information during sentence processing results
in accessing others compatible with it. For example, if the sequence The horse
raced ... is understood as the main clause, the information associated with the verb
raced will be a complex feature structure comprising the information that this verb
shares with all active past tense verbs. If the same sequence is understood as the
head noun modified by a reduced relative clause, raced will be associated with the
information shared with all passive participles, and due to its passive argument
structure it will also activate the information associated with the active transitive use
of raced.
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The Discontinuous Intonation Contour: A Case for Rethinking Intonation
Contour/Intonation Phrase Isomorphy

Phil Gaines
Montana State University

Imagine the following utterance occurring in a news broadcast following a
local election:

'Although the rest of the city incumbents went down to defeat in yesterday’s
election, the mayor was re-elected handily.'

Here is the intonation contour for the last clause of the sentence:

A )]

L | VY Y .
/ M
Themay or  was reelected h andily.

Now, if the same clause included a medial non-restrictive relative clause, giving
new information about the mayor, the intonational shape of the entire clause
complex might very well be:

AT d
g - TN -~ vt o\ W

Themay or , whose h usband is unem ploy ed, wasreele cted handily.

tonal structure, to that of the combined intonational strings associated with the
segments of the utterance which have been interrupted by the medial relative
clause. I suggest that such an interrupted contour, hereafter called the
Discontinuous Intonation Contour (DIC), cannot be adequately accounted for by
the standard theory of prosodic phonology, which posits a strictly linear and
adjacent series of intonational phrases isomorphic to intonation contours.

The system for describing the structure of intonation contours (hereafter ICs)

1988, and Pierrehumbert and Hirschberg 1990, which posits two levels of tones,
low and high, which are associated with three pitch loci: the pitch accent, phrase
accent, and boundary tone. Pitch accents are tones associated with stressed
syllables. The phrase accent 'controls the pitch in the region between the last
accent and the boundary tone' (Hayes & Lahiri 1991:52). The boundary tone is
that associated with the terminal boundary of the contour.



In keeping with the Pierrehumbert model of IC description, it will be
maintained here that '[tThe well-formed [ICs] for an intonation phrase are
comprised of one or more pitch accents followed by a phrase accent and then a
boundary tone' (Pierrehumbert 1980:9). These three components are realized
even in the shortest mono-syllabic utterance. Here, H* is the pitch accent, L- is
the phrase accent, and L% is the boundary tone:

H*'L-L%

\

h Y
O h!

Complex contours can combine multiple bi-tonal pitch accents:
H*+L L*+H H*+L L*+H H'L- L%
f
"\ v\
» N 4
Sy, .
N « w S \
o
[He] b eat around the b ysh and ended up by s aying, ' O

In addition to the obligatory pitch accent/phrase accent/boundary tone
configuration, it will also be assumed that a well-formed IC contains a uniquely
prominent pitch accent or--in the British terminological tradition--nucleus. Here,
the unique prominence of the second pitch accent is acknowledged by identifying
it as the nucleus of the IC.

Pre-head Head Nucleus Tail
' \
The  mayor was reelected han dily

In summary, a well-formed IC consists, from left to right, of 1) one or more
pitch accents, the last of which is nuclear, 2) one phrase accent, which provides a
tonal transition between the nuclear accent and the end of the IC, and 3) one
boundary tone, which establishes the tonal level at the terminus of the IC.

The IC plays an important role in the theory of prosodic phonology, originally
formulated by Selkirk and expanded in later work by Selkirk (1980a, 1980b,
1981, 1984, 1986) and Nespor & Vogel (1982, 1986). Prosodic structure
represents 'a suprasegmental, hierarchically arranged organization to the
utterance, not a simple linear arrangement of segments and boundaries’ (Selkirk
1978:111).
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Utterance

(IP) Intonational Phrase (IP)

(F) Foot (F)

(s Syllable (S)

In the prosodic hierarchy, the intonational phrase (hereafter IP) is dominated
by the utterance (U) and dominates the phonological phrase (PP). According to
the theory, 'an intonational phrase is a unit of prosodic constituent structure with
respect to which the characteristic intonational contours of a language are defined'
(Selkirk 1984:197). This one-to-one mapping of ICs to IPs is a crucial component
of the model. The corollary Strict Layer Hypothesis requires that each level of
the prosodic hierarchy consist exclusively of constituents of that level’s type and
that constituents at any given level are exhaustively dominated by those of the
next higher level. The following sentence contains a single clause, IP, and IC.

[ Iip (intonational phrasing)
H*+L H*L- L%

N

\ A.-\ ——y \

(intonation contour)

[The pan da eats b a mbo olg (sentence structure)

Multiple IPs are identified in sentences with multiple clauses,

H*+L H*L-L% H*sL H*L-L%
[ Ipl Iip
/\ gt J "
r i \‘J w - L W

[[Thep anda eats b a mb Q 0Js [buthe ko a I a prefers b erries]glg

or sentences in which single IPs have been restructured according to certain
syntactic or performance conditions--such as the presence of clear pause:



H*'L- H% ) H*L- H% H*L-L%
[ e [ el Ip

: /\w '\‘“‘V’"“"-w'\- I RVE

[The pan d a eats onlyone type of bamb o o inits nat ural hebitd] g

Recent work by Ladd (1986, 1992) and Gussenhoven (1988, 1990) represents
significant movement away from the tenets of standard prosodic phonology at the
level of the IP. The essential notion from which these analyses emerge is
captured in Gussenhoven's claim that '[d]omains for intonational structure should
be mapped onto prosodic constituents, but they cannot consistently be mapped
onto any particular prosodic constituent' (Gussenhoven & Rietveldt 1992:89).
Although it is not possible to explain or exemplify this work here, it should be
noted that it presents convincing evidence bringing into question a necessary one-
to-one relationship between ICs and IPs. However, none of their discussions
specifically treats the phenomenon I have called the discontinuous intonation
contour, an IC which, although rendered discontinuous by the presence of an
interrupting string, is nevertheless describable as an individual unit which is not
isomorphic to an IP.

The presence of certain syntactic structures in sentences mandate an
obligatory IP, e.g. non-restrictive relative clauses, direct quote ascriptions, tag
questions, vocatives, and preposed adverbials. When the structure in question is
sentence-medial, the sentence, under the standard analysis, has three IPs--one
formed by the sentence-medial structure and one each formed by the strings to the
left and right of it:

[Tuesday,]p [whichis a weekday,]1p [is a holiday.]IP

This requirement is in keeping with the Strict Layer Hypothesis, which mandates
that adjacent constituents at a specified level in the prosodic hierarchy be of the
same type. Since an IP boundary exists to the left and right of the sentence-
medial structure, the remaining strings on both sides of the structure must form
their own IPs. Crucially, since IPs and ICs are isomorphic, the intonational
material associated with each of these strings is identified as a separate IC, each
with its own pitch accent, phrase accent, and boundary tone:

H*'L- H% H*'L- H% H*L-L%
N , 2
L & \ ’ - -~ / ‘-V
Tuesda y, whichisaw eek day, isah oliday.

Since the ICs associated with each of the three IPs are easily identifiable as well-
formed structures with respect to the pitch accent account of Pierrchumbert, there
is no problem with a one-to-one IC/IP mapping in this case. However, the
standard model does not account for certain phenomena of ICs seen in sentences
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containing the kinds of sentence-medial syntactic structures in view here.
Consider again the following two utterances:

[The mayor was re-elected handily.]1p
[The mayor,]Jip [whose husband is unemployed,][p [was re-elected
handily.]1p

The first sentence contains only one obligatory IP, whereas the second contains
three. Note the IC structure of the two sentences:

H*+L H*+L-L%

N
e -‘l/\'\_

Themay o r was reelected h andily.

H*L- H% H*+L H*L- H% H*'L-L%

A ~ ) ~
w A VAL A VY

Themay or , whose h usband is unem plo_vyed, wasreele cted handily.

The standard formulation for this utterance does not capture the observation that
the actual phonetic shape of the intonational contour of the combination of the
material to the left and right of the medial IP is essentially identical to that of the
first sentence without the medial structure. If one posits a sequentially
discontinuous yet phonetically unitary IC to account for this phenomenon, the
second sentence can be accounted for as having three IPs, yet only two ICs: one
continuous, associated with the sentence-medial structure, and one discontinuous,
associated with the combined material to the left and right of that structure:

IC IC xii

The mayor, whose husband is unemployed,  was reelected handily.

ICy is embedded in the discontinuous ICXj+ij in a fashion parallel to the

embedding of the relative clause in the root sentence. Such embedding could
conceivably involve an unlimited number of levels. Here, there are five IPs yet
only three DICs:



IC xii

IC x;
ICvi IC vii
‘ ICz ‘
I |
John, the real hero— and | mean that sincerely— of the trip, ended up with frostbite.
[ Iel lipl lipl Iipl lip

Other sentence types further illustrate the phenomenon: a yes/no question...
n

~T \«Wj

Doycu redly thirkyoucanget awgy withthis?

...with an adverbial,
r

wvr T p s.\yr/\

Do you redly thirk, as a rational human b eing, you can get aw ay with this?

a wh-question...
S
C a e ~r N
Which poor playerdo you intend to penalize n ow?

...with an expletive,

~ N ra / \.r-\"""""'\/1

Which poor  player -- @nn' -- do you intend to penalizen ow?

N

and an exclamatory...

A A~
. ‘ N
“ N\

What a gr govy trip thisvac  at ionis!
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...with an adjectival.

L 4

[ AL |
ﬁ
What a gr govy trip,  in thep urest sersed theword, this va ¢ ationis!

Vivid evidence for the stability of the DIC can be found in utterances with an
especially wide pitch range. ~The resetting of tone after a sentence-medial
obligatory IP in order to preserve the stability of the contour of the DIC can
sometimes be fairly dramatic:

/-#r*—-o Mm \NA A
\J

My n gighbor (the f ink!) actually cut that tree_down!

Incidentally, the fact that a given speaker might intone the two separate
components of a DIC differently than the uninterrupted contour is not an
important argument against the notion of a DIC. Choices made by speakers in
intonation vary greatly depending on numerous conditions including attitude,
information structure (such as given/new, tocus, etc.), interactional context, and
personal style.

On the standard account, commitment to a linear organization of IPs demands
that the ICs associated with them be described as independent wholes, 'each with
its own defining characteristics' (Selkirk 1978:130). This assumption, however,
fails to account for important differences in the internal structure of the individual
strings of tonal material to the left and right of a sentence-medial structure and of
the complete DIC itself,

If each IC associated with an IP is a complete contour containing all requisite
components, then each of the three ICs of an utterance containing a sentence-
medial IP should be well-formed. In many cases, of course, the pitch accent
algorithm can be applied to each of the tonal strings, producing three well-formed
sequences. For example,

H*L- H% H*+L H*'L- H% H*L-L%
A ~ ~ -
g - . v NN e - \\
Themay or , whose h usband is unem plo_yed, wasreele cted handily.
What is missing here, however, is any account of the nuclear accent in the DIC.

A nucleus-based treatment of the IC of the utterance without the embedded
structure shows a nuclear accent near the end.



Pre-head Head Nucleus Tail

‘ \
The  mayor was reelected han dily

According to Couper-Kuhlen, the nucleus is 'the last stressed syllable with any
kind of noticeable pitch modulation' (Couper-Kuhlen 1986:81). A Beckman &
Pierrehumbert corollary states that 'there is a rule forbidding any accent after the
nuclear accent in an intonation contour’ (Beckman and Pierrehumbert 1986:266).
This accounts for why the accent on 'ma-' cannot be a nucleus. With the sentence-
medial structure included, the description shows the DIC interrupted early in the

head:

Pre-head Head Nucleus Tail
Pre-head Head Nucleus
S ) \
The  mayor, whose husband is  unem ployed,was reelected han dily .

The resulting IC structure shows a nucleus in the second and third IPs but not in
the first. It would be gratuitous to posit nucleus status to 'ma-' in the first
utterance merely because an IP boundary is 'required’. Since by definition all ICs
have a single nucleus, the presence of DICs reveals the importance of accounting
for the fact that prosodic units which are supposedly equal in quantity (i.e., IPs)
are associated with ICs that differ significantly in quantity--that is, one having a
nucleus and one not.

DIC segments reveal not only a difference in IC quantity as regards the
presence or absence of a nucleus but even as regards the presence of a pitch
accent itself. It is altogether possible for one segment of a DIC to have no pitch

accent at all:
-~ .-—h\

lwas sittinginthe fr nt of the car

A I
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A

N .
<\ \ LI W / - -

lwas s jfttingin the fr ont, unf ortunate | - y, ofthe car

In the second sentence, the tail--consisting of all unaccented syllables following
the nucleus--is separated from the nucleus. To identify the third string, in which
no pitch accent is present, as a separate IC is highly suspect and runs counter to
both the nucleus-based and pitch-accent based systems of IC description. Other
examples can be shown in which segments of DICs contain no pitch accent. In
these two examples, as in the previous one, the string containing no pitch accent is
that following the medial structure:

A r

v \/\hr" /\__.\\___’

Youhavea bj gbu g-ar eally u glyonel--on you shoulder.

A
- 'W MJ\ - ——a

We better do the d i_shes (and | mean dldf 'em) before we go.

However, it is also possible for the relevant string to be the first in the sentence,
as, for example in this case, in which no pitch accent is associated with 'ma-' due
to the fact that 'mayor’ is old information.

'How did the mayor with that rich salesman husband of hers do in the
election yesterday?'

L /
— / v - oy
- \’_\ \_“’J W .

Themayor - whose husband is unemploy ed, by theway -- was reelected h andily.

The existence of DICs calls for a change in the way ICs are represented. In
this example, for instance, the positing of a phrase accent and a boundary tone
located at the word 'front’ suggests the termination of a complete IC, which is not
the case. :



H*+L H*L-L% L* H- H% 7 L-L%
\ L
JI\ \ b Y -\ - / - -

|was s ittingin fr ontun f or tunate | - y, ofthecar

Instead, a DIC, including the tonal material associated with 'of the car', is in
evidence, and the only actual phrase accent and boundary tone are located at the
very end of the sentence. The use of ellipses indicates the discontinuity and
allows for a clear representation of all and only the actual tonal components of the
interrupted contour:

H*+L H*... L* H- H% w b- L%
\ \ °
./-\ b Y -\ - / - -
lwas s ittinginthefr ontun f ortu nate | - y, ofthecar

Ellipses can also represent the complete absence of salient tonal material in a DIC

segment, as in the following sentence in which 'my brother' is given:

™ 2-7% H* H% H* L-L%

L-
/ !
T YA S A N

My brother - who'sa geologist, by the way -- lives in Denver.
H* L- H% e H* L-L%
. !
-~ - . _j *\ \\
My brother -- who's a geologist, by the way -- lives in Denver.

Recursively embedded DICs could include double ellipses in their
representations:
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H L... ... HL ... H*'L-L% e 'HHL L H*L-L*

IC Yi Ic Yii
ICo

[ el lipl lipl lipl lip
John, the r eal hero--and | mean that sinc erely--of the trip, ended up with fr ostbite.

The mismatch between the number of IPs and ICs in sentences containing
DIC:s exposes several difficulties in formulating a definition of the IP itself. First
of all, it should be noted that the derivation of IPs from ICs is not consistently
followed in most current theories of prosodic phonology. As mentioned above,
the IP is generally understood as the domain over which the IC is spread.
However, in the case of sentence-medial structures which carry their own IC and-
-derivatively--IP, the strings to the left and right of the structure are mandated to
have their own IPs as well. This conclusion is reached not as a result of observing
the IC which is spread over those strings but is forced by a constraint inherent in
the notion of IP boundaries. The result is a theory-generated IP demanding the
presence of an IC to be associated with it. Second, if a sentence contains three
ICs--one continuous and two discontinuous--how can it be held that the five IPs
are mapped onto the three ICs, reflecting equivalent domains? Finally, if the IP
consists of the domain over which an IC is spread, and one chooses to posit a
discontinuous IP as the domain over which the DIC is spread, the necessary
result is IPs embedded within IPs, something forbidden by the Strict Layer
Hypothesis.

If one accepts an intonational contour that is discontinuous, it is no longer
possible to maintain an isomorphy between ICs and IPs. A resulting
complication, however, is that while the essence of the conventionally-understood
IP is its mandatory association with a complete IC--an association shown to be
highly problematic in the case of DICs--its additional correlates of boundary
pause and lengthening invite a parsing of IPs based on the pause and lengthening
components of DICs, which, though optional, are usually intact in spite of the
absence of boundary tones.

The identification of DICs supports the claim that there is not necessarily a
one-to-one relation between IPs and ICs. At this point, an alternative account
might have IP (defined in some way other than by its association with an IC)
exhaustively dominated by U. However, the IC ¢ould not be included in this
hierarchical scheme since, in the case of a DIC, it is able to span more than one
IP. This bifurcation of the IC from IP suggests that a new way of defining IP is in
order.
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The Convergence of 'Similarities' and
Making the Best of Probabilistic Evidence

Gwang-Yoon Goh
The Ohio State University

1. Ringe's (1992) Probabilistic Method

Ringe (1992) proposes a mathematical method of determining whether the
similarities between the basic vocabularies of putatively related languages are the
result of chance or not.! Although he claims that his method provides "a
completely objective criterion of proof” of putative relationships (p.80), his
approach has many problems from both linguistic and methodological standpoints
some of which are so serious that they render his method partially or even totally
incapable of producing accurate or meaningful results.

Above all, although his method can calculate the probability of there being a
particular number of matchings of the same kind between the two relevant sounds
in a comparable position, he doesn't provide a way of determining how likely a
particular number of recurrent matchings (RMs) are to occur by chance. Thus, his
method can only give us some sort of strong impression about language
relationships. For example, 16 RMs occurring in the first positions of 70 word
pairs of an English and German 100-word list might be impressive enough to
make anybody believe the close relationship between English and German.
However, it cannot answer what this high number (of RMs) means
probabilistically or how different numbers of RMs from different pairs of
languages can be compared.? This problem forces Ringe to appeal to historical
arguments to explain the unexpected two RMs found between English and
Turkish, making his argument rather circular (pp. 49-50).

Furthermore, Ringe’s method can easily result in an undesirable conclusion,
because his evidence is based on the number of RMs, whose probabilities cannot
be nicely combined. For example, if closely-related languages show a smaller
number of RMs than distantly-related languages, his method will give us a wrong
prediction about the given relationships. Such a case is actually found in Whitman
(1996), which adopts Ringe’s method and applies it to three pairs of Algonquian
languages: remotely-related Ojibwa and Yurok show 8 RMs, while closely-
related Ojibwa and Cree on the one hand and Ojibwa and Arapaho on the other
show 3 RMs and 4 RMs, respectively. Such problems can be solved by fully
appreciating the wisdom of the traditional comparative method. :

In short, Ringe's approach, despite its pioneering role, fails to attain its main
goal of computing the chance probability for the relationship between putatively
related languages. In this paper, I will propose an alternative method, which bases
its probabilistic evidence mainly on the convergence of 'similarities'.

2. Making the best of probabilistic evidence
2.1. The Description of the Alternative Method

For a detailed description and explanation of the general probabilistic methods
and procedures involved, which are summarized in (1), T refer the reader to Ringe
(1992).



(1) General probabilistic methods and procedures involved

(a) Compile a (Swadesh) word list for the two languages to be compared.

(b) Choose positions for comparison.

(c) Calculate the probability of all possible segment correspondences.

(d) Tabulate the actual matchings.

(e) Calculate the binomial distribution for n, a given number of trials, and p,
the probability of a segment correspondence on any trial.?

(f) Sort out RMs.

In this paper, "a set of singular facts” and "the convergence of singular facts"
in the traditional comparative method (Meillet 1967: 14) are interpreted as a set of
RMs and occurrences of multiple matchings [MMs] (i.e. the occurrence of more
than one instance of RMs in a given word pair), respectively. Furthermore, the
concept 'similarity' is defined probabilistically. A pair of sounds in a comparable
position are 'similar’ if their matching turns out to be an RM (i.e. if it falls in the
99th percentile of their expected range), because their correspondence is very
difficult to explain unless they are assumed to be reflexes of the same sound.

The alternative method differs from Ringe’s mainly in that RMs and their
non-chance probabilities, which, in Ringe’s method, are intended to be the main
evidence for non-chance relationships, are mainly used here to identify 'similar’
sounds between two compared languages. Thus. the non-chance probability of
RMs, which cannot be determined against the given total word list, will be
reflected in the calculation of the probability of MMs.

The further steps in the alternative method are as follows: first, using the
method employed in Ringe (1992), determine what sounds are 'similar’ on the
basis of RMs actually found; second, determine how many MMs a given pair of
languages show; third, calculate the probability of the convergence of
'similarities’, on the basis of the frequencies of the sounds in each comparable
position, the 'similar sounds' between two languages, and the number of MMs;
finally, provide a probabilistic interpretation of the putative relationships.

2.2. The Probability of the Convergence of 'Similarities’

The probability that a MM occurs in a word pair can be calculated, as in (2).
Moreover, the probability that a particular number of MMs will occur in the given
100-word list can be calculated by the formula for binomial distribution in (3).

(2) Probability [= P(n)} of an n-tuple RM in a word pair
(a) P(0) = probability that no RM occurs in any position
= P12345 = (1-P1) x (1-P2) x (1-P3) x (1-P4) x (1-P5)
=P;ngxP§xP4=txP§
*Pn (or Pn) = probability that an RM (or no RM) occurs in n-th position
e.g. if the first positions show three RMs: d-t, s-s, k=k,
P1 = (#d/100 X #/100) + (#s/100 x #s/100) + (#k/100 X #k/100)
(b) P(1) = probability that any RM occurs in a word pair.
=P(2) + (P12345 + P12345 + P12345 + P12345 +P12345)=1- P(0)
« P12345= probability that we have an RM only in the first position
=P1 x (1-P2) x (1-P3) x (1-P4) x (1-P5)
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(c) P(2) = probability that any multiple RM occurs in a word pair.
=P(3) + (P12345 + P12345 + P12345 + P12345 + P12345 +
P12345 + P12345 + P12345 + P12345 + P12345)
= {1-P(0) - P"}, where P" is the probability of any non-multiple RM.
=(1- P12345 - [P12345 + P12345 + P12345 + P12345 + P12345])
(d) P(3) = probability that any more-than-double RM occurs in a word pair.
=P(4) + (P12345 + P12345 + P12345 + P12345 + P12345 +
P12345 + P12345 + P12345 + P12345 + P12345)
(e) P(4) = probability that any more-than-triple RM occurs in a word pair.
=P(5) + (P12345 + P12345 + P12345 + P12345 + P12345)

(f) P(5) = probability that any quintuple RM occurs in a word pair.
=PI12345=P1 x P2x P3x P4 x P5
(3) Probability that a particular number of MMs occur in the given 100-word list

100!
-------------- x (PYX x (1-P)!%-X where P = P(n) and x = the number of MMs.

3. Investigation and Re-interpretation of the Data
3.1. English-German

The first 100-word list of English and German (cf. Ringe 1992: 83-85) shows
many 'similar’ sounds in each of the comparable positions, and the corresponding
probabilities P1, P2, P3, P4, and P5 (i.e. probability that any real match occurs in
each chosen position in a word pair) can be given, as in (4)-(8):*

(4) First position [cf. Ringe 1992: 19, 24]
similar sounds (frequencies) number of matches

[1]s-s* (14-8) 5
[2]s-z 14-7 6
[31b-b (10-8) 5
[41h-h 9-9) 6
[519-9 8-9 8
[6]n-n 8-5) 5
[71f-f @&-11) 8
[8] w-v 7-98) 4
[911-1 5-5 4
[10] m-m 5-4) 3
[11] t-¢ 5-3) 3
[12] k-k S5-7 3
[13] r-r “4-5) 3
[14] d-t 4-3) 2
[15] g-¢ (3-5) 3
[16] D -d 2-2) 2

Total: 16 pairs of similar sounds (= recurrent matchings) in 70 word-pairs
* P1 = (#s/100 x #s¥100) + ... + (#D/100 x #d/100) = 768/10000 = 0.0768



(5) Second position [cf. Ringe 1992: 25-6]
similar sounds (frequencies) number of matches

[111-1 a-n 5
[21r-1 B-7 4
B1t-t (3-4) 3

Total: 3 pairs of similar sounds in 12 word-pairs
« P2 = (7/100 x 7/100) + (5/100 x 7/100) + (3/100 x 4/100) = 96/10000 = 0.0096

(6) Third position [cf. Ringe 1992: 27-31]
similar sounds (frequencies) number of matches

19-9 (18 - 10) 7
[21n-n (15-17) 9
[3]1t-s(13-11)

[4]r-r (10-13) 7
[5]1-1 ®8-7 4
[6]d-t 6-7 3
[7lm-m 5-5) 3
[8]1s-z (3-3) 2
[9] s*-s* (3-3) 3
[10] N -N (3-3) 3
[11] v-b 2-2) 2

Total: 11 pairs of similar sounds in 51 word-pairs
o P3 = (#0/100 x #0/100) + ... + (#v/100 x #b/100) = 862/10000 = 0.0862
(7) Fourth position [cf. Ringe 1992: 32-3]
similar sounds (frequencies) number of matches
[11d-d 6-28) 3
Total: 1 pair of similar sounds in 3 word-pairs *
* P4 = 48/10000 = 0.0043
(8) Fifth position (= final syllable)  [cf. Ringe 1992: 34-5]
similar sounds (frequencies) number of matches
[1] «r «r 4-4) 4
Total: 1 pair of similar sounds in 4 word-pairs
* P5 = 16/10000 = 0.0016

On the basis of the probabilities for any RMs in each of the positions
determined above, we can calculate the probability for convergence of
similarities. For English and German, all the probabilities for all the different
kinds of MMs are provided in order to show how each probability is calculated.
However, P(2) (= probability that any multiple match occurs in a word pair) alone
will often be enough to provide the probabilistic interpretation of the putative
relationship. Thus, P(2), P(3), P(4), and P(5) are given in 9), (10), (11), (12),
respectively.
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(9) P(2) (= probability that any multiple RM occurs in a word pair)

P(2) =P(3) + Probability of any double RM in any positions
=1-{P(0) + P"}, where P" is the probability of any non-multiple RM.
=1-{P12345 + (P12345 + P12345 + P12345 + P12345 + P12345)}
=1-0.990935836 = 0.009064 164 < 0.009 < 0.01

P12345 = 0.8301804843; P12345 = 0.0690618082; P12345 = 0.0080469837

P12345 = 0.0783120573; P12345 = 0.0040040859; P12345 = 0.0013304174

(10) P(3) (= probability that any more-than-double RM occurs in a word pair)
P(3) =P(4) + Probability of any triple match in a word pair
=P(4) + (P12345 + P12345 + P12345 + P12345 + P12345 +
P12345 + P12345 + P12345 + P1 2345 + P12345)
=0.00011586 < 0.00012 o o o
(11) P(4) (= probability that any more-than-triple RM occurs in a word pair)
P(4) =P(5) + Probability of any quadruple matching
=P(5) + (P12345 + P12345 + P12345 + P12345 + P12345)
= 0.00000045 < 0.0000005 - - -

(12) P(5) (= probability that we have any quintuple RM in a word pair)
P(5) =P12345=P1 xP2x P3x P4 x P§
=0.0000000004880911565 < 0.0000000005 (=519

The first 100-word list of English and German shows 55 MMs: 3 word pairs
show quadruple RMs, 17 word-pairs show triple RMs, and 35 word pairs show
double RMs (cf. Ringe 1992: 35-7). The binomial distribution for each type of
MMs with P(2), P(3), and P(4), respectively, can be computed by using the
formula in (3), as in (13):

(13) The binomial distribution for each type of MMs with P(2), P(3), and P(4)
(a) Distribution for a MM of P(2) [0.01]

no. matches % cumulative
0 36.60323413 36.60323413
1 36.97296377 73.5761979
2 18.48648188 92.06267978
3 6.099916581 98.162596361
4 1.494171486 99.656767847
5 0.2897787124 99.9465465594
6 0.04634508026 99.99289163966
7 0.006286345663 99.999177985323
8. 0.0007381693771 99.9999161547001
9. 0.0000762195092 99.9999923742093
10. 0.000007006035694 99.999999380244994
11. 0.0000005790112144 99.9999999592562084
12.

0.00000004337710276 99.99999999263331116



(b) Distribution for a MM of P(3) [0.00012]

no. matches % cumulative
0 98.80710014 98.80710014
1 1.185827501 99.992927641
2 0.007044660715  99.999972301715
3 0.00002761838421 99.99999992009921
4

0.00000008037914355 99.9999999.......

(c) Distribution for a MM of P(4) [0.0000005]

no. matches % cumulative
0 99.99500012 99.99500012
1 0.004999752506  99.999999872506
2 0.0000001237439364 99.9999999962499364
3

0.000000000002021152 99.999999996251957552

As we can see from the given binomial distributions, the probability of the 55
MMs occurring with the probability P(2) [0.01] is extremely small so it can
exclude almost any possibility of chance. This then is precisely the probabilistic
evidence for the close non-chance relationship between English and German
which can replace the 'strong impression’ about the closeness of the language
relationship. Furthermore, this evidence is much more decisive than the
probabilistic evidence (based on the number of RMs) which Ringe (1992)
attempts in vain to provide.

3.2. English-Latin

The numbers of the 'similar’ sounds found in the first 100 words of the
Swadesh list for English and Latin are given in (14)-(17)§ The corresponding
probabilities P1, P2, P3, P4, and P5 can be calculated in the way described in (2a),
as follows:

(14) First position

« 7 pairs of similar sounds in 31 word-pairs
« P1 = (8/100 x 22/100) + (9/100 x 14/100) + (14/100 x 9/100) + (8/100 x
8/100) + (8/100 x 7/100) + (4/100 x 3/100) + (5/100 x 2/100)
= 570/10000 = 0.057

(15) Second position

* 1 pair of similar sounds in 2 word-pairs
« P2 = 3/100 x 2/100 = 6/10000 = 0.0006

(16) Third position

* 2 pairs of similar sounds in 12 word-pairs
« P3 = (10/100 x 16/100) + (13/100 x 10/100) = 290/10000 = 0.029

(17) Fourth and other positions

* No matches
*P4=0; P5=0
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On the basis of the probabilities for any RM in each position, we can calculate
the probability that any MM occurs in a given word pair for English and Latin.
Here, the calculation of P(2) alone is enough to provide the necessary
probabilistic interpretation of the putative relationship.

(18) PQ2) (= probability that any multiple RM occurs in a word pair)
P(2) =P(3) + Probability of any double RM in any positions
=1-{P@0)+P"}
=1- {P12345 + (P12345 + P12345 + P12345 + P12345 + P12345))
=1-0.998297384 = 0.001702616 < 0.002
The first 100 words of the Swadesh list for English and Latin show 9 MMs
(cf. Ringe 1992: 47). The binomial distribution for a MM with P(2) [0.002] can be
computed, as in (19).

(19) The binomial distribution for a MM with P(2) [0.002]

no. matches % cumulative
0 81.8566805 81.8566805
1 16.40414438 98.26082488
2 01.627264824  99.888089704
3 0.106527691 99.994617395
4 0.005176947 99.999794342
5 0.000199193147 99.999993535147
6

0.000006320424 99.999999855571

The probabilistic interpretation of 9 MMs in the English and Latin word is
that the occurrence of the given number of MMs is extremely difficult to explain
by chance. Even though the non-chance probability for those 9 MM is not so big
as the one for the 55 MMs from English and German, it is still big enough to
exclude almost any possibility of chance. Such a probability can be said to reflect
our strong impression about the closeness of the non-chance relationship between
English and Latin as well as the difference we feel between the relationships of
the two pairs of languages (i.e. English and German, on the one hand, and English
and Latin, on the other).

3.3. English-Turkish
The first 100-word list of English and Turkish (cf. Ringe 1992: 86-89) shows

several 'similar' sounds in some of the comparable positions (i.e. the third and
fourth positions). They are given in (20) through (23), along with the
P5

corresponding probabilities P1, P2, P3, P4, and P5,

(20) First position (cf. Ringe 1992: 14, 48-9)

* 2 pairs of similar sounds in 8 word-pairs: 6 [b-k] (10-17); 2 [y-s] (2-6)
* P1=(10/100 x 17/100) + (2/100 x 6/100) = 182/10000



(21) Second position

« No similar sounds ’
P2=0

The sounds in the third position and their frequencies are given in (22a), the
expected chance matchings for all possible pairs are given in table 1 in (22b). and

the numbers of matchings actually found are given in table 2 in (22c¢), as follows:

(22) Third position
(a) Frequencies of consonants
English Turkish
1] 18 r 15
n 15 1 13
t 13 @,n,m 9each
r 10 g* 8
1 8 t 7
d 6 s*z 6 each
m 5 k 4
k 4 c*,p 3 each
0,s, s* g, N3 each j*,d 2 each
v 2 b,v,s, h 1 each

p.f,D,z 1 each

total 100 total 100
(b) Expected chance matchings in the third consonants, English-Turkish

Tk r 1 @,nm| g* t s*z k c*, p j* d b,v,s,h
Eg (15) | (13) | (9 each) ® | () | (6each)| @ | Beach)| 2 each) | (1 each)
?QA8) | 2.7 | 234 162 | 144|126 1.08 | 072| 0.54 0.36 0.18

n(15) | 225 | 1.95 1.35 1.2 | 1.05 0.9 0.6 0.45 0.3 0.15
t13) (195169 117 |1.04])091 078 |0.52] 0.39 0.26 0.13
r(10) | 1.5 | 13 0.9 08 | 07 0.6 0.4 0.3 0.2 0.1

18) | 1.2 ]104| 072 | 064056 048 [032]| 024 0.14 0.08

d®6) | 091078 054 | 048|042 036 |024| 0.18 0.12 0.06

m() |075]065| 045 | 04 | 035 0.3 0.2 0.15 0.1 0.05

k@ | 06 |052| 036 |032]0.28 024 |0.16| 012 0.08 0.04

o3 |045[039| 027 |024)021 018 |0.12]| 0.09 0.06 0.03

s3) |045]039| 027 |024]0.21 018 |0.12| 0.09 0.06 0.03

s*3) | 0451039 ]| 027 [024]0.21 018 [0.12| 0.09 0.06 0.03

g3 [045]039| 027 |024 021 018 [0.12] 0.09 0.06 0.03

N@3) 045039 027 |024]021 018 [0.12] 0.09 0.06 0.03

v | 03]026] 018 |0.16]0.14 0.12 |0.08| 0.06 0.04 0.02

p [015]013] 009 |0.08 007 006 |004| 0.03 0.02 0.01

f(1) |015]0.13| 009 |0.08]|0.07 006 |[0.04]| 003 0.02 0.01

p() |015]013| 009 |0.08)007 006 [0.04] 0.03 0.02 0.01

z(1) |015[0.13 | 0.09 | 0.08 | 0.07 006 |0.04] 0.03 0.02 0.01

Table 1
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(c) Numbers found for matchings of the third consonants, English-Turkish

Tk| r ll1gln|m]g*[t [s*[z[ k| o* Plj*|d]| bvsh
Eg A9 A D] DO ®| D@ |®] @] 3] 3 2) ] 2)] (each)
B8)| 3 2 312 112 3 (1 1
n(s| 4 1 1 112 2 2 1 1)
t(13) 1 1 211 2 [2] 1(s)
r (10) 1 2 2 2 1 1 1 ()

1(8) 3 2 1]1 1
d (6) 1 1 1 1 1 1 (h)
m (5) 1 1 1 [2]
k4 2 1 1
Q (3 1 1 1
s(3) 1 1 1
s*(3) [2] 1
F16) 1 1 1
N (3) 1 1 1
v(2) 1 1
(1) 1
Q) 1
D (1) 1
z (1) 1
Table 2

(d) Similar sounds based on RMs
similar sounds (frequencies) number of matches

[1] t-j* (13-2) 2
2l m-d (5-2) 2
Bl s*-1 (3-13) 2

Total: 3 pairs of similar sounds in 6 word-pairs

* P3 = (13/100 x 2/100) + (5/100 x 2/100) + (3/100 x 13/100)= 75/10000

As for the sounds in the fourth position, their frequencies, the expected chance
matchings for all possible pairs, and the numbers of matchings actually found are
given in (23), as follows:
(23) Fourth and other positions > no RM > no similar sounds

*P4=0;, P5=0



(a) Frequencies of consonants

English Turkish
1] 86 0]
d 6 m 12
t 3 n 3
n, k 2 each d,r 2each
Q 1 z,k 1leach
total 100 total
(b) Expected chance matchings for the fourth consonants, English-Turkish
TK 7] m n d, r 7K
Eg (79) (12) 3) (2 each) (1 each)
0 (86) 67.94 10.32 2.58 1.72 0.86
d (6) 4.74 0.72 0.18 0.12 0.06
t(3) 2.37 0.36 0.09 0.06 0.03
n(2) 1.4 0.24 0.06 0.04 0.02
k (2) 14 0.24 0.06 0.04 0.02
Q1) 0.79 0.12 0.03 0.02 0.01
Table 3
(c) Numbers found for matchings of the fourth consonants, English-Turkish
1 Tk [1] m n d r z k
Eg a9 (12) 3 ) 2 1) (€Y
2 (86) 69 9 3 2 1 1 1
d(6) 5 1
t(3) 3
n(2) 1
k(2) 1
oM 1
Table 4

On the basis of the probabilities for any real matches (i.e. P1, P2 and etc.) in
the first 100 words of the Swadesh list for English and Turkish, we can calculate
the probability that any MM occurs in a given word pair, as in (24) below:

(24) P(2) (= probability that any multiple RM occurs in a word pair)
P(2) =P(3) + Probability of any double RM in any positions
=1-{P@O)+P"}
=1- {P12345 + (P12345 + P12345 + P12345 + P12345 + P12345)}
=0.0001365 <0.000014
P12345 = 0.9744365; P12345 =0.0180635; P12345 =0 (< P2=0)

P12345 = 0.0073635; P12345 =0 (< P4=0); P12345 = 0 (< P5=0)




No MM is found in the first 100 words of the Swadesh list for English and
Turkish and this can be verified by the fact that every pair of similar sounds found
in the list occurs in a different word pair, as in (25).

(25) Word pairs which show similar sounds
(a) First position (2 pairs of similar sounds in 8 word-pairs)
word pair  meaning matching word pair  meaning matching

bark - kabuk ‘'bark' (b-k) blood - kan ‘blood’ (b - k)

belly - karm ‘belly’ (b-k) bone - kemik ‘bone' (b-k)

bird - kus  'bird' (b-k) yellow - sarI ‘yellow'  (y-s)

black - kara ‘black' (b-k) you - sen 'you' (y-s)

(b) Second position (3 pairs of similar sounds in 6 word pairs)

word pair meaning matching word pair meaning matching
night - gej*e  ‘night' (t-j*) fish - balk ‘fish' (s*-1
hot -sJ*ak 'hot' (t-j*) ash -kiil ‘ash’' (s*-1)

human - adam ‘human' (m - d)
woman - kadh 'woman' (m - d)

The binomial distribution for a MM with P(2) [0.00014] is given, as in (26):
(26) Binomial distribution for a MM with P(2) [0.00014]

no. matches % cumulative
0 98.60965778 98.60965778
1 1.380728511 99.990386291
2 0.009569788351 99.999956079351
3

0.00004377196013 99.99999985131113

What this binomial distribution in (26) means is that the occurrence of one
MM is more than 98.6 % non-chance, which means that out of 1000 hundred-
word lists (or out of 100,000 word pairs) we can expect one MM in 14 lists. This
again means that although finding a MM or two in some of the lists is possible
and expected, it will still be very difficult. This is compatible with the fact that no
MM was found in the given 100-word list.

In addition, the given probabilistic interpretation supports our expectation
about the putative relationship between English and Turkish based on the
comparative method. Thus, unlike Ringe (1992), we don’t have to appeal to any
extra-probabilistic arguments such as historical arguments for English and
Turkish.

4. Conclusion

In this paper, I have proposed an alternative probabilistic method for
determining the (non-)chance relationship between putatively related languages.
In particular, the probabilistic evidence (especially, P(2) and the corresponding
binomial distribution) based on MMs representing the convergence of similarities
has been used to provide a better probabilistic prediction and to deal with
problems remained unsolved in Ringe (1992).



In short, supporting and debunking claims or hypotheses about language
relationships should be one of the main goals of the probabilistic methods.
Considering the fact that the probabilistic method is rarely necessary for closely
related languages such as English and German, the further demonstration of
validity of the current method as a sifting device in more difficult cases is a
pressing need.

Notes

1 He applies his method to four different pairs of languages, i.e. English-German,
English-Latin, English-Turkish, and English-Navajo (Ringe 1992). He also uses his
method to test the controversial Nostratic hypothesis (Ringe 1995) and to debunk
Greenburg’s multilateral comparison of ‘Amerind’ family (Ringe 1996).
2 For a more detailed discussion of this problem, see Baxter and Ramer (1996).
3 Probability (= P") that there will be k matches in n random trials, for any number k:
«P'=[n!/k!x(n-k)!xPKx (1-P)nK (cf. Paulos 1988)
n = the total number of trials (i.e. the number of word pairs in a given list).
P = probability of a segment correspondence (i.e. probability that two sounds
will match) in a comparable position on any trial.

4 The comparable compositions are determined, as in Ringe (1992): first position = initial
consonants; second position = second consonants of the initial clusters; third position =
consonants right after the first-syllable vowel nucleus; fourth position = second
consonants after the first-syllable vowel nucleus; fifth position = final syllables.
5 This number of matches falls just below the 99th percentile. See Ringe (1992: 33).

6 For the first 100-word list, see Ringe (1992: 83-85). As for the 'similar’ sounds found in
each comparable position, on the other hand, refer to Ringe (1992: 41, 14, 44-47).

7 No RMs are found since there are no initial clusters in Turkish.

8 The numbers in brackets are the matchings (i.e. RMs) which cross the 99th percentile
threshold.
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The Phonetics and Phonology of Non-modal Vowels: A Cross-
Linguistic Perspective

Matthew Gordon
University of California, Los Angeles

1. INTRODUCTION." Some languages of the world have vowels characterized by
non-modal phonation, e.g. breathy voiced vowels, voiceless vowels, or creaky
(laryngealized) vowels. Depending on the language and on the phonation type,
these non-modal vowels may either contrast with or be allophonic variants of modal
voiced vowels. For example, creaky vowels are phonemic in Kedang (Samely
1991) and Jalapa Mazatec (Kirk et al. 1993), but occur allophonically in the vicinity
of glottalized consonants in many languages, e.g. Georgian and Tzeltal (ct.
Crothers et al. 1979). Breathy voiced vowels are phonemic in Gujarati (Fischer-
Jgrgensen 1967) but occur allophonically in the vicinity of /l/ in many languages.
Similarly, voiceless vowels contrast with voiced vowels on the surface in Turkana
(Dimmendaal 1983), but occur allophonically in Japanese (Han 1961).

Non-modal vowels have a quite different distribution from modal vowels.
First, they are quite rare cross-linguistically, both as phonemic segments which
contrast with modal vowels, and as non-contrastive allophones of modal voiced
vowels. For example, Maddieson’s (1984) survey of 317 languages includes only
two with contrastive laryngealized/creaky  voice (Sedang and Southern
Nambiquara), two with contrastive voiceless vowels (Ik and Dafla), and one with
phonemic breathy voiced vowels (Tamang). Another characteristic property of
non-modal vowels which differentiates them from modal vowels is their limited
distribution.  For example, voiceless vowels are often limited to word-final
position, and creaky vowels tend to occur adjacent to glottalized consonants. In
other languages, non-modal vowels are the synchronic manifestations of other
types of contrasts, e.g. segmental, tonal, or durational ones.

Given the limited distribution of non-modal vowels relative to modal vowels
there are a couple of basic questions which come to mind. First, why do non-
modal vowels typically play a limited role in the phonology of most languages?
Second, is the distribution of non-modal vowels predictable on phonetic grounds?
This goal of this paper is to provide answers to these questions and to formalize
these answers in an Optimality Theoretic grammar.

2. THE RARITY OF NON-MODAL VOWELS CROSS-LINGUISTICALLY. I conjecture
that the rarity of contrastive non-modal vowels has a perceptual basis; non-modal
vowels are perceptually less robust than modal vowels and are therefore eschewed
by many languages. It has been shown by Silverman (1995, 1998) that, non-
modal phonation reduces the ability of vowels to manifest tonal contrasts in a salient
manner. Given this fact, it is thus not surprising that many tone languages (e. g.
Jalapa Mazatec) restrict overlap between tonal and phonation contrasts.

However, beyond the inherent incompatibility between non-modal voicing and
tone discussed by Silverman, there is reason to believe that non-modal vowels
share properties which make them inherently less salient than modal vowels, even
in the absence of tonal contrasts. This reduced salience can inhibit the recovery of
contrastive place information in the vowel. Let us now consider the acoustic
properties which make non-modal vowels less salient than modal vowels.

First, non-modal vowels are characterized by less overall acoustic intensity than
modal vowels as shown for different non-modal phonation types, e.g. breathy
vowels in Kui and Chong (Thongkum 1987), creaky vowels in Chong (Thongkum



1987) and voiceless and creaky vowels in Hupa (Gordon 1998). Decreasing the
acoustic intensity results in a decrease in loudness, the auditory correlate of
intensity; it thus follows that non-modal vowels are less salient than modal vowels.

Furthermore, non-modal voicing often alters the spectral properties of vowels,
including formant structure, as demonstrated instrumentally for Kedang (Samely
1991) and Chong (Thongkum 1987), and also qualitatively evident in many
languages, e.g. those in which vowels in the vicinity of glottal stop and /h/ have
noticeably different qualities than vowels in other environments not associated with
non-modal phonation (cf. Blankenship 1997 for extensive discussion of the spectral
properties of non-modal vowels). The perturbation of formant structure potentially
makes recovery of vowel quality contrasts more difficult. In summary, given the
reduced intensity of non-modal phonation and its influence on vowel quality, it
would thus not be surprising that many languages design their phonologies to limit
the distribution and the role of non-modal vowels.

In addition to the general paucity of contrastive non-modal vowels cross-
linguistically, other language specific facts suggest that phonologies avoid non-
modal vowels for perceptual reasons. First, breathy voiced vowels in Kedang
(Samely 1991), and both breathy and creaky vowels in Jalapa Mazatec (Kirk et al.
1993) are phonetically much longer (up to 50% longer) than their modal voiced
counterparts. An interesting aspect of Jalapa Mazatec is that non-modal voicing
does not persist throughout the entire duration of phonemic breathy and glottalized
vowels. Rather, non-modal voicing occurs principally on the first half of non-
modal vowels; the second half of non-modal vowels is phonetically characterized
by modal voicing. Acoustic measurements of fundamental frequency and formants
suggest that non-modal voicing is also largely confined to the first half of the vowel
in Kedang. Crucially, Kedang is not a tone language; thus, the realization of non-
modal voicing cannot be attributed to the presence of tonal contrasts. Rather,
segmental properties of the vowel are driving the phonetic realization of non-modal
voicing in Kedang. It thus seems to be the case that both Jalapa Mazatec and
Kedang are sensitive to a constraint requiring that at least some portion of the
duration of a non-modal vowel be characterized by modal voicing.  This
requirement is sensible in light of the reduced salience of non-modal voicing for
reasons mentioned earlier. Leaving a modal voiced portion enhances the salience of
a non-modal vowel.

Laryngeal timing patterns in Hupa provide further evidence that languages are
sensitive to the reduced salience of non-modal vowels. In brief (for detailed
discussion, see Golla 1970, Gordon 1998), laryngeal features underlying
associated with preconsonantal obstruents spread onto a preceding vowel in Hupa.
Vowels preceding preconsonantal ejectives, i.e. constricted glottis consonants, are
realized with creak, the acoustic manifestation of constricted glottis in vowels;
vowels preceding preconsonantal voiceless obstruents are realized as voiceless
vowels. The crucial facts for the present discussion are as follows. First, laryngeal
features do not spread onto short vowels. Second, laryngeal features only spread
onto the last half of a preceding long vowel. Thus, it is never the case that a vowel
is obscured by non-modal voicing for its entire duration. Thus, the Hupa pattern of
laryngeal spreading is governed by the same restrictions governing the realization of
underlying non-modal vowels in Kedang and Jalapa Mazatec. Realizing non-modal
voicing on the last half of a long vowel in Hupa still leaves a portion of modal
voicing from which place information may be easily recovered. Laryngeal features
cannot spread onto a short vowel, since this would completely obscure the vowel.
Crucially, as in Kedang, there are no tonal contrasts present in Hupa which would
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block laryngeal spreading in non-modal voicing; it is thus the desire to realize place
information saliently which is driving the data.

The durational patterns of non-modal voicing can be modeled in a constraint-
based grammar using a few constraints. First, there are two constraints against
non-modal vowels, one prohibiting non-modal short vowels (*NON-MODAL
SHORT V), the other against non-modal long vowels (*NON-MODAL LONG V). Let
us assume that the constraint against non-modal long vowels is violated once for
each half of the vowel which is non-modal, i.e. one violation for each timing
position associated with non-modal voicing. Thus, a fully non-modal long vowel
violates this constraint twice, while a partially non-modal long vowel violates it
once. In Hupa, we must also assume a constraint which forces non-modal voicing
to spread from a preconsonantal consonant onto the preceding vowel. The relevant
constraint is motivated by the requirement that laryngeal features of a consonant not
be completely overlapped by the consonant constriction (see Gordon 1998 for more
discussion). Here I will simply formulate the constraint as *SPREAD LARYNGEAL
F; this constraint requires that laryngeal features (creak or voicelessness depending
on the consonant) spread from preconsonantal obstruents onto an adjacent vowel,
By ranking *SPREAD LARYNGEAL F below *NON-MODAL SHORT V but above
*NON-MODAL LONG V, we get the Hupa facts.

We can also account for the Kedang and Jalapa Mazatec patterns if we assume
that non-modal vowels in these languages are underlyingly linked to one timing
position reflecting their phonemic quantity as short vowels, but two timing
positions on the surface, reflecting their substantially longer surface duration. By
ranking the constraint against insertion of timing positions not present underlyingly,
phrased here as *DEP-X, following McCarthy and Prince’s (1995) Correspondence
Theory, below *NON-MODAL SHORT V but above *NON-MODAL LONG V, we
account for the fact that, in Kedang and Jalapa Mazatec, non-modal vowels are
phonetically quite long, but non-modal for only portion of the vowel.

3. VOICELESS VOWELS AND THE ROLE OF ARTICULATORY FACTORS. Thus far, I
have provided a perceptually-driven explanation for why non-modal vowels have
such a limited distribution cross-linguistically in comparison to modal voiced
vowels. This account makes the prediction, borne out in the data presented thus
far, that, certain languages will disprefer non-modal voicing on short vowels.

Interestingly, as it turns out, there are many languages which devoice short but
not long vowels, a pattern which runs opposite to the predictions made by the
perceptually driven explanation offered in the previous section. The presence of
both patterns cross-linguistically, devoicing of short but not long vowels, and
devoicing of long but not short vowels, deserves explanation. In sections 3.2-3.5,
I'will address the asymmetries related to vowel length, as well as other asymmetries
gleaned from a typology of approximately 50 languages (see the Appendix).
Approximately haif of the typology is drawn from Crother et al.’s database (1979),
while most of the remaining languages are mentioned or discussed in either Cho
(1993), Vine (1981), or Jun et al. (1997).

3.1. THE STATUS OF NON-MODAL VOICING: PHONETIC OR PHONOLOGICAL.
Before preceding with the typology, it is appropriate to address the question of
whether non-modal voicing is a phonological or phonetic phenomenon or perhaps
both, depending on the language. Clearly in languages with an underlying contrast
between non-modal voiced vowels and modal voiced vowels (e.g. Sedang,
Gujarati, Jalapa Mazatec), non-modal vowels are a synchronic phonological



feature!. However, as pointed out earlier, the number of languages with underlying
or even surface contrastive phonation type for vowels is quite small. In the
majority of languages in which they occur, non-modal vowels are a surface non-
contrastive property, and thus less clearly belong to the phonology.

The issue of the phonological vs. phonetic status of non-modal vowels has been
most thorough investigated for voiceless vowels, e.g. in relatively recent work by
Vine (1981), Cho (1993), Tsuchida (1994), Jun and Beckman (1993), Jun et al.
(1997). In the majority of languages for which vowel devoicing has been the
subject of intensive acoustic analysis, vowel devoicing appears to be a gradient
rather than a categorical phenomenon; languages falling into this category include
Japanese (Han 1961, Beckman 1982, Tsuchida 1994), Montreal French (Gendron
1966, Cedergren and Simoneau 1985), Greek (Dauer 1980), Turkish (Jannedy
1995) and Korean (Jun and Beckman 1993, 1994, Jun et al.1997, 1998)2. In these
languages, vowel devoicing operates on a continuum with token to token variation
in the presence or absence or degree of devoicing. On one end of the continuum is
a voiced vowel, at the other extreme is vowel deletion; various degrees of devoicing
fall in between these two extremes. The likelihood of devoicing is a function of
various phonetic factors:  position of stress/accent, distance from prosodic
boundaries, vowel height, surrounding consonants, and speech rate. The gradient
nature of vowel devoicing is even suggested in many grammars which describe
devoicing as optional but not required in a given environment (e.g. Tongan,
Acoma, Tubu, Boraana Oromo, Kawaiisu, Big Valley Shoshoni, Mokilese,
Cocama) or in languages where the span of devoicing can vary in length (Acoma,
Southern Paiute). It is possible that instrumental work would demonstrate that, in a
great many, perhaps most, languages, devoicing is a gradient phenomenon.

On the other hand, there are many languages in which vowel devoicing behaves
like a phonological phenomenon. In some languages, voiceless vowels contrast on
the surface with voiced vowels. For example, the word-internal contrast between
short and long vowels is realized as a contrast between voiceless and voiced vowels
in word-final position in Oromo and in Woleaian. Similarly, in Hupa as discussed
in section 2, vowel devoicing is contrastive before many syllable-final consonants.
If we adopt the standard assumption that contrastive properties are phonological,
vowel devoicing would clearly fall under the purview of phonology in Oromo,
Woleaian and Hupa. Furthermore, in other languages, vowel devoicing interacts
with other phenomena which are typically assumed to be phonological. For
example, vowel devoicing influences stress assignment in Awadhi, pitch accent
placement in Tunica, and debuccalization and tone shift in Comanche.
Furthermore, in Tongan, one of the prerequisites for vowel devoicing is that
vowels be in morpheme-final position; such morphological conditioning would
suggest that vowel devoicing is not merely a low level phonetic phenomenon. In
summary, vowel devoicing thus appears to operate at a relatively deep level of the
grammar in a fair number of languages’.

Perhaps not surprisingly, languages in which vowel devoicing clearly appears
to be phonological display vowel devoicing in the same environments (€.g. domain
finally, adjacent to voiceless consonants) in which vowel devoicing is most likely to
occur in languages where it has been demonstrated to be gradient. Even if one
assumes a sharp distinction between vowel devoicing as a phonetic process Vvs.
devoicing as a phonological one, the striking similarity between the distributions of
phonetic and phonological vowel devoicing suggests that examination of phonetic
devoicing may also provide insight into phonological devoicing. For this reason,
the typology in this paper includes cases of vowel devoicing which are clearly
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phonological as well as others which may not be This paper will not address the
issue of where to draw the line between phonological and phonetic processes.
Crucially, because substantially the same phonetic factors condition devoicing in all
languages, many aspects of the analysis of devoicing are more likely than not to be
quite similar for all languages with voiceless vowels,

3.2. THE LENGTH ASYMMETRY. Of the 32 languages in the survey with contrastive
vowel length in environments targeted by devoicing, devoice short but not long
vowels occurring in the same environment (in many languages, only high vowels
devoice; see section 3.4): e.g. Awadhi, Big Smokey Valley Shoshoni, Bulu,
Mbay, Cheyenne, Cocama, Gadsup, Galla, Ik, Inuit, Oneida, Goajiro, Tarascan,
Zuni, Japanese, Kawaiisu, Mokilese, Sdmi, Sara, Shina, Bagirmi, Tongan, Tubu,
Tunica, Turkish, Woleaian). Four languages (Boraana Oromo, Papago, Southern
Paiute, Ket*) possess voiceless short vowels and also devoice a portion of long
vowels in certain environments®, one (Acoma) possesses voiceless short vowels
and long vowels which are completely voiceless, and one language (Hupa) has
partially voiceless long vowels but lacks voiceless short vowels. In one,
Cheyenne, long vowels partially devoice in final position but do not devoice at all in
word-medial environments in which short vowels devoice.

3.3. ENVIRONMENT OF DEVOICING. In virtually all languages in the survey, vowel
devoicing is found at least in final position; in many languages, devoicing also
occurs in other environments as well. Crucially, the occurrence of devoicing in
non-final environments almost always implies devoicing in final position. The
languages I know of which are exceptional in this regard are Inuit (Crothers et al.
1979), Quechua (Crothers et al.), Turkish (Jannedy 1995), Azerbaijani (Crothers et
al.) and Montreal French (Gendron 1966, Cedergren and Simoneau 1985); vowels
in these languages resist devoicing in final position, but allow it in other
environments. However, in three of these languages (Turkish, Azerbaijani and
Montreal French), final vowels are stressed, thereby explaining their failure to
devoice (see section 3.5). In Inuit, phrase final position is typically associated with
a high tone which also often blocks devoicing cross-linguistically (see section 3.5).

Up to this point, I have been intentionally vague in defining “final position”.
The reason for this is that the domain of devoicing varies from language to
language; however, these domains follow an implicational hierarchy. Devoicing in
final position of a smaller domain (e.g. word) implies devoicing in larger domains
(e.g. phrase, utterance); the reverse of this statement is not necessarily true. In 20
languages in the survey (Ik, Dafla, Cocama Galla, Bagirmi, Turkana, Sara, Tubu,
Mbay, Malagasy, Campa, Tarascan®, Ticuna, Ket, Ainu’, Island Carib, Zuni,
Washkuk, Goajiro, Woleaian®), voiceless vowels occur word-finally (and of
course, by implication, finally in larger domains as well). In 14 languages,
devoicing is characteristic only of final position of larger domains, e.g. phrase or
utterance (Alabama, Papago, Greek, Tarascan, Totonac, Chontal, Gadsup, Oneida,
Apinaye®, Mixtec, Nyangumata®, Boraana Oromo, Cheyenne, Kawaiisu'). Note
that, from most descriptions, it is impossible to make distinctions among larger
domains such as the phonological phrase, intonational phrase or utterance.?
Interestingly, only one language, Cocama, regularly devoices initial vowels in
addition to final vowels; in both environments, devoicing only affects vowels
adjacent to a voiceless consonant.

After final position, the next most common position in which vowels devoice is
adjacent to voiceless consonants. Word-medial devoicing is found in 19 languages



in the survey (Mandarin, Brazilian Portugese, Malagasy, Mixtec, Quechua,
Goajiro, Azerbaijani, Inuit, Chontal, Montreal French, Cheyenne, Mokilese, Big
Valley Shoshoni, Japanese, Turkish, Korean, Tongan, Cocama, Papago). It is
interesting to note that devoicing of final vowels in most languages (29 of 36),
occurs not only after voiceless but also after voiced consonants”. In only 6
languages with final devoicing (Japanese, Korean, Tongan, Turkana, Cocama,
Mixtec) must the vowel both be final and next to a voiceless consonant for
devoicing to occur. In 8 languages with word-medial devoicing it is sufficient to
have a voiceless consonant on only one side of a vowel to trigger devoicing. In 5
of these languages, the triggering consonant is on the right side of the vowel (Big
Valley Shoshoni, Comanche, Southern Paiute, Goajiro, Quechua), in 3, it is on the
left side (Acoma, Mandarin, Chontal). In 9 languages with word-medial devoicing
(Cheyenne, Mokilese, Japanese, Turkish, Korean, Montreal French, Tongan,
Papago, Malagasy), devoicing is described as affecting vowels (almost) exclusively
between two voiceless consonants. Further asymmetries between different
voiceless consonants will be discussed in section 4.

3.4. THE HEIGHT ASYMMETRY. Vowel devoicing is also_sensitive to vowel
height; in many languages, high voiceless vowels but not mid and low voiceless
vowels occur (Greek, Korean, Turkish, Dafla, Montreal French, Mokilese,
Brazilian Portugese, Mandarin, Campa, Mixtec, Ainu, Azerbaijani, Gadsup, Inuit,
Ticuna).”® Similarly, in Tongan, the set of environments in which non-high vowels
devoice is a subset of the environments in which high vowels devoice."® T know of
no language which devoices non-high vowels but not high vowels.

3.5. THE STRESS AND TONE/INTONATION ASYMMETRY. Two other asymmetries
in vowel devoicing relate to the closely related properties of tone and accent. In all
languages in the survey for which data on accent location is reported and in which
the other necessary preconditions for devoicing are present, accented vowels resist
devoicing (Montreal French, Turkish, Tongan, Comanche”,Cheyenne, Brazilian
Portugese, Azerbaijani, Quechua). In keeping with this pattern, in Papago, the set
of environments in which stressed vowels devoice is a subset of those in which
unstressed vowels devoice. 1know of no language with devoicing of stressed but
not unstressed vowels.

A final asymmetry is that many tone and pitch accent languages fail to devoice
high-toned vowels (Japanese', Cheyenne, Acoma')  Furthermore, in some
languages with stress, intonational pitch accents (Greek, Boraana Oromo, Tunica)
and high boundary tones (Inuit) can inhibit devoicing. The stress and
tone/intonational asymmetries are presumably closely related since accented
syllables often carry high pitch accents cross-linguistically, as in Japanese.

4. AN ARTICULATORY ACCOUNT OF VOWEL DEVOICING. The asymmetries in
vowel devoicing discussed can, in large part, be explained in terms of a
combination of articulatory overlap between neighboring glottal gestures and
acrodynamic considerations.  First, let us consider the patterns which are
compatible with a gestural overlap account of devoicing. The reasoning given here
basically follows that of Dauer (1980), Jun and Beckman (1993, 1994), Jun et al.
(1997, 1998). The types of vowels which devoice cross-linguistically are those
which are likeliest to be produced with voicing gestures which are durationally
shortest. Trivially, phonemic short vowels are phonetically shorter than phonemic
long vowels. It is also well known that high vowels are shorter than non-high
vowels (Lehiste 1970) and that unaccented vowels are shorter than accented ones.
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Because of their shorter duration, the glottal adduction gestures associated with
phonemic short vowels, unstressed vowels, and high vowels are more likely to be
overlapped by the glottal gestures of nei ghboring segments. When the neighboring
gestures are abduction gestures, as in the case of voiceless consonants, they
threaten to overlap the adduction gestures for voicing of the vowel. When
sufficient overlap occurs, vowel devoicing results. The overlap account makes the
prediction that devoicing is more likely to occur when a vowel is surrounded on
both sides by voiceless consonants. This prediction is borne out by a number of
instrumental studies, e.g. Jun and Beckman (1994), Jun et al. (1997, 1998) on
Korean, Han (1961) on Japanese, Jannedy (1995) on Turkish, Dauer (1980) on
Greek. It also is supported by the fact that devoicing in many languages is only
triggered when a vowel is surrounded by voiceless consonants. The overlap
account also predicts that devoicing is most likely to occur in the vicinity of
voiceless consonants with the greatest glottal abduction gestures and in the vicinity
of voiceless consonants whose glottal abduction peaks are timed to occur near the
vowel. In general, this prediction is also borne out. Voiceless consonants with the
largest glottal openings, (fricatives - Lofqvist and Yoshioka 1980), and those
whose peak glottal abductions fall close to a vowel (aspirated stops - Kagaya 1974,
Pétursson 1976), tend to trigger devoicing most. Thus, in languages with
unaspirated stops, fricatives are most likely to trigger devoicing than stops; e.g.
fricatives but not stops trigger devoicing in Comanche. In Mokilese, devoicing is
most likely next to an /s/. In Goajiro, devoicing of vowels occurs before voiceless
fricatives and affricates, which presumably also often have relatively large glottal
openings (cf. Kagaya). In Southern Paiute word-medial devoicing is triggered by a
following fricative or geminate stop; geminates have been shown to have greater
glottal apertures than singletons (Pétursson 1976). In Turkish, devoicing is more
likely in the neighborhood of phonologically unaspirated stops than fricatives;
however, phonetically, as Jannedy (1995) points out, the “unaspirated” stops of
Turkish are characterized by substantial aspiration which perhaps accounts for the
preferential devoicing of vowels following stops. This hypothesized link between
aspiration duration and likelihood of devoicing is compatible with the fact that X/,
the stop with the longest aspiration duration cross-linguistically, is the only
consonant to trigger devoicing in Tunica. However, aspiration duration is not the
entire story, as Jannedy points out, since a preceding /p/ is more likely to trigger
?l?/voicing than /k/ in Turkish even though /p/’s aspiration duration is shorter than

’s.

Certain languages show place asymmetries in the set of fricatives which trigger
devoicing; e.g. /h/ but not /s/ or /t/ triggers devoicing of /a/ in Tongan, /s/ is much
more likely than /f, 0, x/ to trigger devoicing of high vowels in Greek, /h/ but not
/s/ triggers devoicing of short vowels in Big Smokey Valley Shoshoni. In
Mandarin, devoicing is most common after aspirated affricates and after voiceless
fricatives other than uvulars. Although we lack the relevant articulatory data on
these languages, it is a reasonable hypothesis that these language specific
differences in the likelihood of devoicing near certain fricatives may be due to
language specific differences in the relative width (and perhaps timing) of glottal
abduction gestures of different fricatives: fricative(s) with greater glottal openings
in a given language are more likely to trigger devoicing in that language.

Interestingly, in Korean, the asymmetry between stops and fricatives depends
on whether the stop or fricative appears on the right or left side of the potential
target of vowel devoicing (Jun and Beckman 1994, Jun et al. 1997, 1998).
Fricatives and aspirated stops are more likely to trigger devoicing than fortis and



lenis stops when they precede a vowel, an expected pattern given the greater glottal
apertures of fricatives and aspirated stops. However, following a vowel, all stops,
including fortis and lenis stops trigger devoicing more often than fricatives, even
though fricatives have greater glottal openings than fortis and lenis stops. Jun and
Beckman suggest that the closing gesture into a stop might be faster than the oral
constriction gesture made for a fricative; this greater velocity of the oral closing
gesture could lead to a more abrupt increase in oral pressure which could inhibit
voicing in the preceding vowel. One might hypothesize that the asymmetry
between Korean and those languages in which devoicing is triggered by a following
fricative and not a following stop (Comanche, Goajiro, and Southern Paiute--
singletons) is due to language specific differences in the relative magnitude and
timing of glottal opening gestures in the two classes of consonants.

In summary, although the glottal overlap story does not account for all cases of
devoicing®, it nevertheless offers a coherent explanation for many of the devoicing
asymmetries. There are two robust asymmetries, however, which do not fall out
directly from a gestural overlap account without recourse to other factors. First,
there is the tendency for low-toned vowels to preferentially devoice over high-toned
vowels pointed out in section 3.5. The existence of this asymmetry is presumably
linked to the inherent inability of voiceless segments to carry tone phonetically.
Thus, devoicing both high and low toned vowels would lead to neutralization of a
tonal contrast, either a lexical contrast in the case of languages with lexical tone, or
a semantic contrast, in the case of sentence (or phrase-level) intonation, e.g.
questions vs. statements. In order to maintain the contrast, a language could thus
devoice either high toned or low toned vowels but not both. Perhaps low toned
vowels devoice, because the articulatory gestures involved in producing low tone
are more compatible with the glottal abduction gestures associated with devoicing.
An explanation for the tone asymmetry must await instrumental research.

The next asymmetry left unexplained by the gestural account of devoicing is the
fact that devoicing of final vowels is so prevalent, in fact, even more prevalent than
the devoicing of word-medial vowels in the vicinity of voiceless consonants.
Furthermore, devoicing in final position typically takes place even when the
preceding consonant is not voiceless. Strikingly, as pointed out in section 3.3.,
final devoicing itself respects an implicational hierarchy. The occurrence of
devoicing in final position of a given domain implies devoicing in final position of
smaller domains. Thus, utterance final devoicing in a language implies phrase final
devoicing which implies word-final devoicing. This implicational hierarchy of
devoicing can be explained in terms of the decline in subglottal pressure throughout
the course of an utterance (Dauer 1980); this drop in subglottal pressure results ina
decrease in the volume-velocity of air flow through the glottis which in turns
inhibits devoicing. Subglottal pressure is lesser in final position of larger domains
than in final position of smaller domains; hence, the likelihood of devoicing
increases the larger the domain. Because subglottal pressure is lowest utterance
finally, vowel devoicing is most common in this environment; cross-linguistic
devoicing patterns reflect this fact. Those vowels whose glottal adduction gestures
are inherently hypoarticulated either in terms of magnitude or duration, e.g. short
vowels, high vowels, unstressed vowels and perhaps low toned vowels, are most
susceptible to devoicing in final position. The gradual nature of the decline in
subglottal pressure throughout the utterance is also compatible with the fact that
devoicing in many languages (e.g. Acoma, Big Valley Shoshoni, Turkana,
Nyangumata) affects not only the final vowel but also may extend farther back from
the end of the domain in gradient fashion.
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Interestingly, the decline in subglottal pressure is in direct competition with
another common cross-linguistic property of final position: final lengthening (cf.
Wightman et al. 1992). A priori one might expect, by analogy with the blocking of
devoicing by phonemic long vowels and accented vowels in final position in many
languages, that the additional phonetic length of final vowels would block
devoicing. However, the gestures associated with final lengthening are different
from those associated with other types of lengthening. Final lengthening does not
involve an increase in gestural magnitude, unlike lengthening associated with accent
(Beckman et al. 1992) or presumably, phonemic length. It is thus not surprising
that, whereas phonemic long vowels and accented vowels inhibit final devoicing,
final lengthening typically does not. In fact, final voiceless vowels, like their non-
final counterparts, are usually described as being quite short, shorter than even non-
final voiced vowels. Thus, the subglottal pressure decline not only inhibits final
lengthening, it also appears to induce final shortening.

5. ARTICULATORY/AERODYNAMIC VS. PERCEPTUAL FACTORS. In summary, a
combination of articulatory overlap and the decline in subglottal pressure in final
position account for many of the devoicing patterns found cross-linguistically.
Interestingly, the articulatory and aerodynamic factors which induce devoicing are
in conflict with the perceptual factors militating against devoicing. Devoicing of
vowels is articulatorily and aerodynamically natural under certain conditions as
shown in the last section; however, voiceless vowels are perceptually less salient
than voiced vowels as argued in section 2. The conflict between
articulatory/aerodynamic factors and perceptual considerations is evident when we
compare Hupa, in which long but not short vowels devoice, with the many
languages (e.g. Cheyenne) in which short but not long vowels undergo devoicing.
This conflict can be modeled in the grammar by assuming different ranking of the
relevant constraints in the two language types. In Hupa, *NON-MODAL SHORT
VOWELS is ranked above the relevant constraint forcing devoicing, whereas, in
Cheyenne, *NON-MODAL SHORT VOWELS is ranked lower than the relevant
constraint driving vowel devoicing between voiceless consonants, By shifting the
rankings slightly we get other patterns. For example, the Acoma pattern, in which
both short and long vowels devoice, is derived by ranking both *NON-MODAL
SHORT VOWELS and *NON-MODAL LONG VOWELS below the constraint driving
devoicing. If, on the other hand, we rank both *NON-MODAL SHORT VOWELS and
*NON-MODAL LONG VOWELS above constraints requiring devoicing, we get a
language without devoicing of any vowels. The rankings which generate the
attested patterns are shown in (1). For expository purposes, the set of constraints
which force devoicing are collapsed as a single constraint devoice. Although space
limitations preclude doing so in this paper, these constraints can easily be divided
into narrower (or broader, as in Hupa) constraints capturing “the further
asymmetries discussed in this paper.

(1) Ranking Devoicing Targets
*NON-MOD V, *NON-MOD VV >> DEVOICING No vowels
*NON-MOD V >> DEVOICING >> *NON-MOD VV  Lon g vowels
*DEVOICING >> *NON-MOD V, *NON-MOD VV Short + long vowels

*NON-MOD VV >> DEVOICING >> *NON-MOD V Short vowels

6. SUMMARY AND CONCLUSIONS. I have argued that the distribution of non-
modal vowels is governed by the contflict between perceptual demands, on the one
hand, and articulatory and aerodynamic considerations, on the other hand.
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Language Source(s) Language Source(s
Acoma Miller 1965 Korean Jun and Beckman 1993,
1994, Jun et al. 1997,
1998
Ainu Crothers et al. 1979:370 | Malagasy Crothers et al. 1979:530
Alabama Crothers et al, 1979:770 | Mandarin Crothers et al. 1979:455
Apinaye Crothers et al. 1979:985 | Mbay Caprile 1968
Awadhi Saksena 1971 Mixtec Crothers et al. 1979:875
Azerbaijani Crothers et al. 1979:325 | Mokilese Il-l(;\;gson and Albert
Bagirmi Gaden 1909 Nyangumata Crothers et al. 1979:600
Big Smokey Valley | Crapo 1976 Oneida Crothers et al. 1979:760
Shoshoni
Boraana Oromo Y9091§t 1984, Stroomer | Papago Saxton et al. 1983
Bulu Alexandre 1962 Portugese, Brazilian | Crothers et al. 1979:205
Campa Crothers et al. 1979:925 | Quechua Crothers et al. 1979:895
Cheyenne Davis 1962 Sami Nielsen 1926
Chontal Crothers et al. 1979:800 | Sara Vine 1981
Cocama Faust and Pike 1959 Shina Masica 1991
Comanche Chamey 1993 Southern Paiute Sapir 1930
Dafla Ray 1967 Tarascan Crothers et al. 1979:810
French, Montreal Gendron 1966,Cedergren | Ticuna Crothers et al. 1979:950
and Simoneau 1985
Gadsup Crothers et al. 1979:655 | Tongan Feldman 1978
Galla Vine 1981 Totonac Crothers et al. 1979:795
(Goajiro Crothers et al. 1979:920 | Tubu Lukas 1953
Greek Dauer 1980 Tunica Haas 1946
Hupa ngogl‘;a 1970, Gordon | Turkana Dimmendaal 1983
1k Heine 1975 Turkish Jannedy 1995
Inuit Crothers et al. 1979:685 | Tzeltal Crothers et al. 1979:805
Island Carib Crothers et al. 1979:910 | Washkuk Crothers et al. 1979:640
Japanese Han 1961, Beckman | Woleaian Sohn 1975
1982, Jun and Beckman
1993, Tsuchida 1994
Kawaiisu Zigmond et al. 1990 Zuni Crothers et al. 1979:830
Ket Crothers et al. 1979:385
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!iicks place features unlike “true” voiceless vowels,

t has been claimed (e. gh by Cho 1993 of Comanche) that some languages have
both phonological and phonetic devoicing. L . ;

In Ket, the short vowels are not described ex licitly described as voiceless, but
the%l are described as overshort and virtually absent, a description which suggests

at they might in fact often be voiceless. .
In Alabama, which lacks short vowels in final position, the last half of utterance
inal vowels devoice. = L L
e set of consonants triggering vowel devoicing in word-final position is a subset
of those triggering devoicing in hrase-final position in Tarascan. .
In alj\mu,‘ devoicing is more Tikely to occur in phrase-final position than in word-
inal position.
oleaian, the environment for devoicing might be more accurately described as
gllitic group, since a following article or deictic inhibits devoicing,

n Apinaye, phrase-final vowels optionally either lengthen, devoice or become
g\t;aky- . S A
1 Yowels may devoice before silence which I interpret to mean utterance finally.

.In Kawaiisu, likelihood of devoicing is described as gradient: devoicing is most
likely in utterance final position and less likely the smaller the domain in which the
yowel is final. . . . . .

n Big Valley Shoshoni and Southern Paiute, the level of Juncture which triggers
gﬁrowmg 1s not explicitly stated in the sources consulted. .
1 Totonac, the only utterance final short vowels occur after voiceless consonants.

“In Malagasy, devoicing is more likely to affect word-final vowels after voiceless

onsonants.

%Among the high vowels, less peripheral vowel qualities devoice over more
Penpheral .ones, €.g. in Ticuna and Ainu. There seems to be a slight tendency for

i/ to devoice over /u/, Q.lg. Mixtec, Gadsup, Greek, Turkish, althcugh the opposite

attern is found in Brazilian Portugese and Tunica. In Japanese, according to Han
?1962), /wd is more likely to reduce than /i/, an asymmetry which Han [inks to the
}%sser Intrinsic duration of /. . .

1}terest1ngly, in Tongan, /a/ devoices in certain environments, but mid-vowels do
ot.

Comanche also observes a restriction against two consecutive voiceless vowels;
when two lpotentlz;l undergoers of devoicing are adjacent, devoicing only affects the
first vowel. This is plausibly related to the alternating stress pattern in Comanche
re%orted by Chameg (1993). Primary stress in most words falls on the initial
syllable with secondary stresses on alternating moras thereatter, but some words
have primary stress on’a non-initial sgllable; 1n such words, pretonic s?'llables do
not devoice (Charney 1993). Cho (1993) attributes this pattern to the leftward
ﬁ;l)-i'ead of a high toné onto grecedmg vowels. .

igh toned syllables could alternatively be considered accented syllables in

anese.
Jg;g’reaky vowels, i.e. those marked with what Miller (1965) refers to as the glottal
acgge(;ﬂ, also do not devoice. Creak also blocks devoicing in Southern Paiute (Sapir

See fun_ et al. (1997, 1998) for a detailed token by token analysis of devoicing in

Korean, including discussion of results which are fot compatible with an account
based purely on gestural overlap.
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~ Location and Direction in Waikuridan Languages'

Verénica Grondona
University of Pittsburgh

1. Introduction

The Waikurtian language family comprises two branches: Waikurdan and
Southern Waikurian. The Waikurdan branch includes Mbaya, formerly spoken in
the Brazilian and Paraguayan Chaco, and its descendant Kadiwéu, now spoken by
about 1,500 people in western Mato Grosso do Sul, Brazil. The Southern Branch
includes Mocovi, Pilaga, Toba, and * Abip6n. Mocovi is spoken in northern Santa
Fe and southern Chaco provinces in Argentina, by approximately 7,000 speakers.
. There are about 4,000 speakers of Pilaga scattered in the northeastern part of
Chaco and in eastern Formosa provinces in Argentina. Toba, with 25,000
speakers, is spoken in southern Paraguay and eastern Bolivia, and in the eastern
part of Chaco and Formosa provinces in Argentina (approximately 15,000 Toba
speakers live in Argentina). Abipén, now extinct, was spoken in eastern Chaco
province in Argentina and was very closely related to the other languages in this
branch.

This paper is organized as follows. Section 2 presents a discussion of deictic
classifiers in Waikurian languages, including a table with the forms in each of the
languages and example sentences. In § 3 locative/directional verbal morphemes
are discussed, a table with locative/directional morphemes is presented, and
examples from various Waikurian languages are provided. Section 4 summarizes
the conclusions.”

2. Deictic classifiers

All the Waikurdan languages have a set of nominal, deictic classifiers, which
precede the noun in the noun phrase. They mark absence/presence of the noun
they modify, as well as motion(coming/going)  and position
(standing/sitting/lying). They are marked for gender and number (although
number in some languages is optional if it is marked on other elements in the
noun phrase). They can occur with additional morphology marking distance
relative to the speaker (e.g. Plg: -ca “distal’, -ho?‘proximal’, -m 7 ‘no reference to
distance’ (Vidal 1997:70); Mcv: _kerawk ‘far’, -keram ‘farther’).> In some of the
languages they can function as third person pronouns (sometimes with additional
morphology).*

This set of noun classifiers is referred to in this paper as deictic classifiers
because of their deictic meanings and their function as noun classifiers. However,
they have received different labels in the literature of Waikurdan languages. Klein
(1979) describes them as noun classifiers in Toba, Vidal (1997) considers da?
‘vertically extended’, #Ai? ‘sitting/non-extended’ and di? ‘lying/horizontally
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extended’ as positional classifiers, and na? ‘coming/proximal’, so? ‘going
away/past’, and ga? ‘absent/distal’ as deictic classifiers. Sandalo (1995) for
Kadiwéu, and Ceria and Sandalo (1995) for Waikurdan and Proto-Waikurian
refer to them as demonstratives.

The deictic classifiers in Waikurtian languages are presented in table 1.

Table 1: Deictic Classifiers

Kdw Mcv Plg Tb Abp’
Sg.M absent i-ka (e-)ka ga? ka e-ka
Dpresent mov.coming i-n:a (e-)na na? (~no?) na e-na
going  ijo (e-)so so? so e-ha
pos. standingi-d:a (e-)da da? ra e-ra
sitting  i-n:i (e-)fii  fii? (~fio?) fii e-fii
lying  i-di (e-)ji di? (~dyo?) i e-ri
SgF absent  aka  (a)ka (haga? | aka  aka
present mov. coming a-n:a (a-)na (ha-)na? (~no?) a-na a-na
going  a-jo (a-)so (ha-)so? a-so a-ha
pos. standing a-d:a (a-)da (ha-)da? a-ra a-ra
sitting  a-n:i (a-)iii  (ha-)fii? (~fio?) a-fii a-fii
lying  a-d:i (a-)ji  (ha-)di? (~dyo?) a-ji a-ri
Pcl/P1 absent i-dii-wa  ka-wa ga? ka:-/ka-wa e-k-o(a)
present mov. coming i-dii-wa na-wa na: (~na?) na:-/na-wa e-n-o(a)
going  i-d:i-wa sa-wa sa? so:-/so-wa ?
pos. standing i-d:i-wa  da-wa dya? ra:-/ra-wa e-r-o(a)
sitting  i-d:i-wa  fia-wa fia? fii:-/fii-wa  e-fi-o(a)
lying  i-dii-wa  ja-wa dya? ji:-fji-wa  e-ri-o(a)

Examples (1a-f) from Mocovi show the same noun 7a/o 'woman' modified by
different deictic classifiers.

()a. a-ka ?alo ‘that woman (absent)’

F-class(absent) woman

b. a-na ?alo ‘that woman (coming)’
F-class(coming) woman

c. a-so ?alo ‘that woman (going)’
F-class(going) woman

d. a-da ?alo ‘that woman (standing)’
F-class(standing) woman

e. a-fii ?alo ‘that woman (sitting)’
F-class(sitting) woman

f.  adji ?alo ‘that woman (lying)’

F-class(lying) woman



In example (2) from a Mocovi text, different deictic classifiers are used with
the different nouns in the sentence, depending on the absence/presence, motion or
position of the nouns they modify. The deictic classifier so ‘going’ modifies the
noun gom ‘person’ since it refers to a person walking on a field; the deictic
classifier ka ‘absent’ modifies lepetacanacat ‘food’ since it refers to the food the
man is looking for, therefore absent; and finally the deictic classifier ji
‘lying/horizontally extended’ modifies the noun no?we:naca ‘field’.*

2) S0 qgom  nakitetako? Mcv)
J-so qom  J-n-akite-tak-o?
M-class(going) person 3ag-hither-look.for-prog-pst
ka lepetaganagat ~ yowo:tako? ki i notwe:naca.
J-ka  l-epetacanacat y-owo:-tak-0? ke i n-ofwe:naca
M-class abs-food 3ag-walk-prog-pst prep M-class abs-field
(absent) (lying)

“That man was looking for food, (he) was walking on the land (=field).’

Examples (3) and (4) from Pilagad show the different deictic classifiers
modifying different nouns, again depending on their absence/presence, motion or
position.

(3) so serak ya-Cangi ha-fii kaxa di ganaat (Plg)
class(going) name 3sg-put F-class box class knife
(sitting) (standing)

‘Seraki put the knife in the box.” (Vidal 1997:59)

@) i mayo? netaye qa?li? ha-da : epaq (Plg)
class(sitting) bird loc  before F-class(standing) tree
“The bird was on the tree.” (Vidal 1997:76)

In example (5) from Klein (1979) the classifier ra ‘standing’ modifies the noun
Ima? "house’ referring to a houe that is being built, and is already off the ground.
However, in example 6 the house is just about to be built and is barely off the
ground, so the classifier j7 ‘lying’ is used.

(5)  hi?ottak ra Ima? (Tb)
he.is.building class(stdng) house
‘He is building a house.’ (Klein 1979:89)
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(6)  hivottak ji Ima? (Tb)
he.is.building class(lying) house

‘He is building a house.” (it is just about to be built, is only barely off the
ground) (Klein 1979:89)

In example (7) the deictic classifier so ¢ going’ modifies the nouns pifog ‘dog’
and ro7o 'hat' when describing a situation in which the dog is biting on a hat and
the dog is moving. Example 8 refers to a similar situation, in which a dog is biting
on a hat. However in this case both the dog and the hat are out of sight, so the
deictic classifier (ha-)ka ‘absent’ is used for the same nouns.

@) so pitoq hinaktapigi  ha-so roro (Tb)
class(going) dog is.biting.on F-class(going)hat
“The dog is biting on a hat.’ (and the dog is moving in such a way that
both it and the hat are almost out of sight of the speaker) (Klein 1979:87)

®) ka pitoq hinaktapigi  ha-ka roro (Tb)
class(absent) dog is.biting.on F-class(absent) hat
‘The dog is biting on a hat.’ (and both the dog and the hat are out of sight
of the speaker) (Klein 1979:87)

Example (9) from a Kadiwéu text shows the classifier ika ‘absent’ used when
referring to a situation in the past, in which the various nouns are ‘absent’ from
the visual field.

(9) ncika Jjotigide ika ejewa jegi bacalei:Gaci (Kdw)
nG-i-ka Jjotigide i-ka ejewajegi bcatlety-i:gagdi
prox-M-class ancient M-class Kadiwéu compl+?+3sgS-teach

(absent) (absent)
ika ly:onig:i datematiqatema (Kdw)
i-ka l-y:0-nig:i y-d:-atemati-qan-t+e-ma

M-class(absent) 3poss-son-Mdim 3sgS-theme-tell-val-rel+3sgCL-ben
‘As for the Kadiwéus, the ancient people used to teach their sons telling
stories to them.’

(Lit: “These ancient people these Kadiwéus used to teach their sons telling
stories to them.”) (Sandalo 1995:87)

To summarize, then, deictic classifiers in Waikurtian languages have very
similar meanings, very similar functions, and very similar forms. They mark
absence/presence in the visual field as well as motion and position of the noun



they modify; they precede the noun in the noun phrase, and they are marked for
gender and (optionally) number.

3. Locative/directional verbal morphemes

All the Waikurtian languages show a set of locative/directional (loc/dir) verbal
morphemes that mark the location and/or direction of the action expressed by the
verb. Although the exact position of these morphemes varies slightly from
language to language, in all the Waikurian languages these loc/dir morphemes are
part of the verb form and they follow person number and aspect markers within
the verb form. In Toba and Kadiwéu some of them can co-occur, however it is not
clear whether this is the case for Mocovi, Pilagé and Abipén. In Mocovi and
Kadiwéu these loc/dir morphemes are described as clitics. In Toba and Abipon
they are described as suffixes. It is not clear whether they are clitics or suffixes in
Pilaga.

Examples (10)-(14) from Mocovi show some locative/directional morphemes
added to the same verb root, afiocot ‘hide’.

(10)  lwis nanocogicit ada qgorpaq (Mcv)
lwis @-n-afiogot-+igit a-da qo?paq
Luis 3ag-hither-hide+behind F-class(standing) tree
“Luis hides behind the tree.’

(11) lwis nafiocotowgi fil ?imek (Mcv)
lwis @-n-afiocot+owgi o-fii ?imek
Luis 3ag-hither—hide+tds.the.insideM—class(sitting) house
“Luis hides inside the house.’

(12) lwis nafiocociziiot i nki?yacala (Mcv)
Iwis @-n-afiocot+iziiot %51 n-ki?yacala
Luis 3ag-hither-hide+under M-class(standing) abs-table
“Luis hides under the table.’

(13) Iwis nafioGohlek fii ?imek lelaq (Mcv)
lwis @-n-afiocot+lek o-fii Yimek l-elag
Luis 3ag-hither-hidet+on M-class(sitting) house  3poss-roof
“Luis hides on the roof of the house.’
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Iwis nafioGotege da lai ana laBewge (Mcv)

lwis D-n-afiocot+ege @-da  lai ana latewge

Luis 3ag-hither-hide+on.oth.side M-class side F-class river
(standing) (coming)

‘Luis hides on the other side of the river.’

The locative/directional verbal morphemes in the Waikuriian languages are
presented in table 2 (see following page). The table is organized as follows: the
left hand-side column shows the meanings for which similar morphemes are
found in two or more of the Waikurtian languages; the other columns show the
forms in each of the languages for which a form with that meaning exists. In those
languages in which there is a slight change in meaning, that meaning is provided
in italics. As can be seen in the table, most loc/dir morphemes occur in two or
more languages, and show similar forms for the same (or very similar) meaning.
Each of the languages has a few loc/dir morphemes that do not have equivalents
in any of the other languages. These are listed in the last five rows in the chart.

Examples 15-19 show sentences from Mocovi, Pilag, Toba, Abipén and
Kadiwéu, with the same loc/dir morpheme meaning ‘up/upwards’ (+3igim (Mcv)/-
sem (Plg)/-Sigem (Tb)/ -hegem ~ -ihegem (Abp)/+bigim (Kdw) ‘upwards’).

(15)

(16)

17

(18)

sela:qaSigim ana fiocki ke ada qofpaq (Mcv)
sela-aq-Sigim ana fiocki ke ada qo?paq
lag-put-1Spl-upwds F-class bag prep F-class tree

(coming) (stdng)

‘We lift the bag up to the tree.’

J-wentetpa n-oo-sem ga? emek (Plg)
3sg-plan 3sg-build-upwds class(abs) house
‘He plans to build a house.” (Vidal 1997:92)

nawekSigem ~ haji iqaya (Tb)
J-n-aweg-shigem  ha-ji i-qaya
3S-hither-lift-upwds F-class  1poss-sister

‘He is lifting up my sister (but toward him and she's prone)’
(Klein 1981:228)

naiciitahegem (Abp)

na-et-i-ta-hegem

2S-be-2sg-prog -upwds

‘You are standing (=you are up, you are standing up)’ (Najlis 1966:40)



‘w103 104 oyp ur uomisod 7 OLLITO 343 Ul SABIP [P

3y} 9Ie IN30 puB ,UORIAIP, ssa1dxa S1AYI0 ||V * uonow, ssadxa [[e Aoy} pue L0} qIaA ay ut uonised Z DILITO Ul SOHI[D LIP3y are npmipes] ul sowoydiows asay ],

ssuip8p-3u108 198+,

Do ad- P2 om- 8u103 of4,

a41f'sp1 oem- o ek- 14pdp  Yem+

orixau dose- i ad- oydn JoSad+ spmyoq om+

4pau ‘punosn  J3re- 2ovyd paxif Bg- A BW-  puiyaq n3+ Juasqo e+
1y310415 Fo3- y3wys-3uto8  ON+, Jydrens,
421001 fo4 weSey-  uMO0}/LIDM SP] BULEO- JA3)BM SPIEMO],
1a8ad- opo+  4ayaSor3utol  Sem+, JIA,
(spm)dn wagayr- ~ wadoy- woadis- wos- undig+ un3iq+ Spdemdn,
jo- 10+ ~Japun,
a3- 181+ 18+ (SPIEAO),

apisino  ee-
(spm)ino  yoo- ~ agoo- Yom- Fom+ ~ Fo+ N+ Spiemjino,
§50.40D e3o0g-
eje- apIS4aY10°0yU0 BB+ Jo*apis-13yj0°0)/uo,
93o-~a3]e- Yo- (¢)uo  93895- 4240 ‘U0 NI+ o,
spmuy om- ol 13MI+ ~ 13mo+ spmur  13M4 ~ M+ ,ojul ‘spaemul,
151 (¢)u 13met
BO- 13u- 1B+ aprsur3uro3 U+, ,pisuy,
242y'sp1  eu+

198- oM+ ~ O+ Joyny,
umop  TUI- ~ Iye- - (spm)ump U4+ Ut ~ 191U+ SpaemMumop,

dqv L 314 AN mpy

saSenSue[ uenanyreay ) ul SAWRYdIoW [BQIIA [BUOKIIIIP/IATIBIO]
[A4CLA




113

(19)  nekenigo walokoditibigimed:i nalacate (Kdw)
neke-nigo w-alokon-d-t+bigem-+e-d: nalacate
dog-class 3sgS-run-atel-rel+upwds+3sgCL-theme mountain
‘The dog ran up the mountain.’ (Sandalo 1995:55)

Examples (20)-(23) show sentences with the loc/dir morpheme ‘out’ or
‘outwards’. Mocovi +weg ‘out(wards)’ in example (20), Pilaga -gek ‘outwards’ in
(21), Toba -wek ‘out’ in (22) and Abipén -ge ‘outwards’ in (23).

(20) yim sa:wek ke Ji no?wemnaca  (Mcv)
yim s-a:+weg ke @i norwe:naGa
Ipron lag-go+outwds prep M-dem(lying) field
‘I go (out) to the fields.’

(21) naega? awa-pya-gek na? l-apat (Plg)
interrog  2sg-cut-outwds class(prox) 3poss-meat
‘What do you cut meat with?’ (Vidal 1997:79)

(22) senocanacawek (Tb)
S-enoGan-ag-wek
1S-go-1pl-out
‘Let’s get out of here, we are leaving for outside.’ (Klein 1981:232)

(23) fiatacaoge (Abp)
fi-atacao-ge
1S-spit-outwds
‘I spit (outside)’

In summary, then, all the Waikurian languages have a set of
locative/directional morphemes encoding the location and/or direction of the
action expressed by the verb. Although not all the loc/dir morphemes occur in all
the languages, most of them occur in two or more Waikurtian languages, and in
those cases the forms are very similar. The structure of the verb form in the
Waikuriian languages is very similar, and these loc/dir morphemes occur in very
similar positions within the verb form.

4. Conclusions

All the Waikurian languages have a set of deictic classifiers which precede the
noun in the noun phrase and express the absence/presence, motion (coming/going)
and position (standing/sitting/lying) of the noun they modify. These deictic
classifiers have very similar forms, functions, and meanings. However, a few
questions still remain unanswered. What is the form of the third person pronoun



in all the Waikurian languages. In those languages for which the deictic
classifiers can be used as third person pronouns, do they occur by themselves or
do they require additional morphology, and if they do require additional
morphology, what are those morphemes?

These languages have a set of loc/dir morphemes which have similar forms,
similar meanings, and which occur in similar positions within the verb form.
However, the set of loc/dir morphemes is not complete yet. It is not clear whether
they can co-occur in all the Waikurdan languages, and if they can, what the
restrictions are, if any. Further research is needed to find out how these loc/dir
interact with the noun phrases in the sentences. In Mocovi, they seem to modify
the argument structure of some of the verbs they attach to, and it is not clear
whether this is the case as well in other Waikurtan languages.

This is only the first step in a comparative study of location and direction in
Waikuraan languages. A few questions still remain to be answered. These will be
the basis for future research.

Notes

| This work was supported in part by the Center for Latin American Studies of the University of
Pittsburgh, and the Tinker Foundation.
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Mocovi: stops and affricates: p, t, d, &3, k, q, 2; fricatives: ©), s, 5, 8 G; nasals: m, n, fi;
approximants: 1, 1, A, h; vocoids: w, y. Vowels: i, i;, e, €3, a, a:, 0, O.
Pilaga: stops and affricates: p, t, d, k, g, 2, g &; fricatives: s, (x), G; nasals: m, n, fi; approximants:
1,1, w, y, h; vowels: a, €, i, 0.
Toba: stops and affricates: p, t, &, 7, k, q, g, 7; fricatives: s, §, G; nasals: m, n, fi; approximants: 1,
A, 1, W, y, h; vowels: a, a:, ¢, €, i, iz, 0, 0.
Abipén: stops and affricates: p, t, &, k, q, g, {?}; fricatives: c; nasals: m, n, fi; approximants: 1, 1,
w, v, h; vowels: a, ¢, €, i, 0.
() marks a phoneme which occurs only in loanwords; {} marks a phoneme that seems to have
existed in Abipén but is not marked in the sources.
4 In Pilaga there is an additional classifier hen ‘general classifier’, used only when pointing out an
entity physically proximate to the speaker. It can be used also with mass nouns with no specific
reference and with nouns such as ‘sky’, “land/earth’, ‘moon’ or ‘sun’. (Vidal 1997:82-83)
(¢)) qomi? sa-liena-k hen lapat (Plg)
pron.1pl 1-eat-pl class meat
‘We eat meat.” (Vidal 1997:82)
) w?0 hen noop (Plg)
exist class  water
“There is water.’ (=pointing at it) (Vidal 1997:82)
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*There are some discrepancies among the sources for Abipén. However, I have taken Najlis
(1966) as a source for the classifiers listed in the table since her work is based on that of the other
sources.

® The examples from Mocovi are from my own fieldwork. Examples from other languages are
taken from various sources. The source of each example is provided in parenthesis in the last line.
Whenever possible, morpheme-by-morpheme glosses are provided for all the examples, even if

phonetic or phonemic transcription (depending on the source); the second line provides a
morpheme-by-morpheme breakdown; the third line shows morpheme-by-morpheme glosses; and
the fourth line is a free translation.
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Linguistic Systems and Social Models:
A Case Study from Japanese

Yoko Hasegawa
University of California, Berkeley

1. Introduction

It is widely recognized by researchers in pragmatics and sociolinguistics that cer-
tain linguistic subsystems of a given language cannot be accounted for without re-
course to the social organizations of the speech community, e.g. addressing and
kinship terms, linguistic politeness.” Anthropologists, ethnographers, and soci-
ologists propose a social model and commonly use linguistic subsystems to sup-
port their arguments; linguists, in turn, use such a model to explicate various
linguistic phenomena. Thus, a mutual dependency exists between sociological
and linguistic investigations. Japanese is one of the languages that have been
most extensively investigated in this respect.

Because social models are usually constructed explicitly or implicitly for a
particular issue with a particular readership in mind — e.g. in the case of Japa-
nese, to plan the Allied Occupation of post-war Japan, to explain Japan’s rapid
economic growth in the 60s, to solve US-Japan trade imbalances in the 80s — the
adequacy of each model is relative to the objectives of the investigation. It is,
therefore, justifiable, in principle, for researchers to use linguistic data selectively
to meet their needs. However, when a model is applied to unintended areas, this
selectivity of linguistic data can lead to a distorted view of the speech community.
This, in fact, is the case with the Japanese language. The present study (i) reviews
several major works covering both the Japanese language and Japanese society,
and (ii) demonstrates that the prevailing group model of J apanese society is incon-
sistent with the notion of self as encoded in the Japanese language.

2. Fluidity of Japanese self

Japanese society has frequently been characterized in terms of groupism and con-
textualism. The former claims that Japan is overwhelmingly group-oriented, and
the latter contends that the notion of Japanese self is relative and interpersonal, not
a fixed reference point residing within each individual. It is the latter that has di-
rect relevance to an understanding of the Japanese linguistic phenomena. This
section summarizes some major works representing those views.

Groupism vis-a-vis individualism refers to such characteristics as ‘the indi-
vidual’s identification with and immersion into the group, conformity and loyalty
to group causes, selfless orientation towards group goals, and consensus and the
lack of conflict among group members’ (Yoshino 1992:19). The Japanese are
said to be ‘extremely sensitive to and concerned about social interaction and rela-
tionships’ (Lebra 1976:2). ‘Even in intimate groups there are strong pressures to
conformity, which many have seen as the source of the deepest psychological



malaise in Japanese society’ (Smith 1983:56). To provide an anecdotal example
of Japanese group consciousness, Nakane (1970:2-3) points out that the Japanese
commonly introduce themselves with their affiliation, rather than with their per-
sonal attributes. For example, a Japanese person is more likely to say ‘I’'m from
X University’ or ‘I belong to Y Company’ rather than ‘I’m a psychologist’ or ‘I’m
an engineer.’

Since Ruth Benedict’s 1946 book, The Chrysanthemum and the Sword, Japa-
nese society has often been characterized as hierarchical: it involves vertical
stratification by institution or group of institutions, rather than horizontal stratifi-
cation by class or caste, and each group is vertically organized based on the rela-
tionships between paternalistic superiors and their subordinates (Nakane 1970).
The society assumes loyalty from below and benevolence from above.

Underlying this vertical society is said to be the Japanese personality called
amae ‘dependence/indulgence’ (Doi 1973). Amae is ‘the feelings that normal in-
fants at the breast harbor toward the mother — dependence, the desire to be pas-
sively loved, the unwillingness to be separated from the warm mother-child circle
and cast into a world of objective “reality”” (Bester 1973:7). This attitude of de-
pendence is reported to be carried into adulthood, and dependence on others’ be-
nevolence is encouraged during socialization processes of the Japanese (DeVos
1985:165). This type of dependency is considered to occur in group settings:
subordinates, who play the child role, can seek dependence on their superior, and
the superior, who plays the parent role, is expected to display benevolence
(Yoshino 1992:18).

Closely linked to Japanese group orientation is the notion of uti. The transla-
tional approximation of u#i is ‘inside’, but uti is also used to refer to the speaker’s
own home, house, or household. Ut is also commonly associated with
‘insider(s)’. Uti and its antonym sofo ‘outside/outsider’ are said to constitute ‘a
major orgaizational focus for Japanese self, social life, and language’ (Bachnik
1994:3), and without these concepts, much of Japanese behavior is ‘inexplicable
(at least from a Western perspective)’ (Wetzel 1994:74). Uti and soto are also the
key words to connect groupism and contextualism — the latter concerning the
notion of Japanese self.

Characterized as relational and social, Japanese self is said to be situationally
defined (Araki 1973). Advocates of this view claim that in Japan, relationships
between individuals are prioritized over individual self — which is more central
to the Western notion of self (Bachnik 1994:18), and that ‘the identification of self
and other is always indeterminate in the sense that there is no fixed center from
which, in effect, the individual asserts a noncontingent existence’ (Smith
1983:81). Furthermore, ‘proper use of Japanese teaches one that a human being is
always and inevitably involved in a multiplicity of social relationships. Bounda-
ries between self and other are fluid and constantly changing, depending on con-
text and on the social positioning people adopt in particular situations’ (Kondo
1990:31).
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To recapitulate, compared with ‘the Western notion of self,” Japanese self is
claimed to be unstable, constantly shifting, and context dependent. It is impera-
tive to discuss here what the term ‘Western notion of self” is used to refer to. Be-
cause most works I consulted use ‘Western self” as a reference point to which
Japanese self is compared and explained, I could not find elaborate discussions of
the Western self. However, it appears that what is widely assumed is the Carte-
sian notion of self: ‘I am transparent to myself: My self-knowledge is mediated
neither by inference nor by any teleological element such as a passing purpose or
project. 1know my own identity directly and completely, whereas others know it
only inferentially and relative to certain sets of purposes’ (Boér & Lycan
1986:139). Like most authors cited in the present work, I use the term self in this
sense. :

The group model with fluidity of self is customarily utilized to account for
linguistic phenomena in Japanese, most notably for address/kinship terms, ex-
tended use of donatory verbs, and the polite/honorific systems.

Regarding kinship terms, the unmarked choice for the word corresponding to
mother is okaasan. It can be used to refer to the addressee’s as well as a third-
person’s mother. It can also be used for the speaker’s own mother in a conversa-
tion with in-group members or in informal conversations with outsiders. In for-
mal conversations, on the other hand, haha must be employed rather than okaasan
to refer to one’s own mother. The same distinction is made for father, grandpar-
ents, siblings, and other close relatives. This demonstrates that an appropriate
choice of kinship terms depends on context — whether or not the addressee is an
insider and the formality of the conversation.

An example to illustrate fluidity of boundaries between the self and others is
drawn from the usage of donatory verbs. There are two kinds of verbs corre-
sponding to give: kure- and age-. With kure-, the inherent destination of the trans-
fer is the speaker, i.e. the self. To indicate that Okada gave money to her, the
speaker would say:

(l)a okada-san ga okane o kasite  Kure-ta.
Okada NOM money ACC lend-INF give-PAST
Lit. ‘Mr. Okada gave [me a favor of] lending money.’

Kure- can also be used when the recipient of the transfer is regarded as an insider,
as shown in (1b).

(1)b okada-san ga haha ni  okane o kasité kure-ta.
Okada NOM mother DAT money ACC lend-INF give-PAST
Lit. ‘Mr. Okada gave [my mother a favor of] lending money.’

Thus, a common analysis treats insiders as extended self, i.e. the boundary be-
tween the self and others is considered to be shifted.?

Fluidity of in-group/out-group boundaries can be observed in the proper us-
age of honorific/humble forms of the predicate. Speaking with a colleague about
their company president, an honorific form should be used when the president is



©6) akiko wa haha wa byooki da to omo-tta.
Akiko TOP mother TOP ill COP QUOT think-PAST
¢ Akiko thought her mother was ill.’

The relevant notion of self here is absolute and cannot be relative or context
dependent. Furthermore, the boundary between the self and others cannot be
fluid. That is, as shown in (3b, 4b, 5b), typical in-group members such as haha
“Mother’ cannot be regarded as extended self. This very fact indicates that the
Japanese language is extremely self-conscious, however primordial such a notion
of self may be.” And it is difficult to envision that such a language has been
formed by a speech community lacking the concept of individual self, akin to the
Western notion of self, contrary to those who contend that Japan is a ‘selfless’
society. This is a well-known fact in Japanese linguistics, but it has never re-
ceived serious attention in research on Japanese society. The prevailing relational
model of self is inconsistent with this aspect of the Japanese language.

4. Relational vs. absolute self

So far we have discussed that the Japanese language appears to involve both rela-
tional and absolute notions of self. Are they both indispensable? I would argue
that recognition of the absolute self is an integral part of the Japanese language,
but the relational self is not.

First, linguistic expressions based on the absolute self are learned by children
automatically and unconsciously, whereas expressions requiring the notion of
relational self must be taught explicitly by adults. First graders are not confused
as to whose opinion is represented in (7), with a psych predicate omow- ‘think’; it
is the speaker’s, not her mother’s or teacher’s or whoever’s is present in the dis-
course.

@) aki-tyan kuru to omo-u.
AKi-HYPOCORISTIC come QUOT think-NPAST
‘[I] think Aki will come.” NOT ‘Aki thinks [she/someone else] will come.’

On the other hand, the use of haha to refer to one’s own mother is usually taught
in the upper grades of elementary education.

Second, most dialects of Japanese provide neither dual kinship terms nor
honorific/humble forms of verbals. The elaboration of the honorific system began
in Late Old Japanese by members of the Japanese aristocracy living in and around
Kyoto, the capital city at the time. Unlike the Tokyo dialect, which borrowed a
considerable number of honorific expressions from the Kyoto dialect, most other
dialects do not have the elaborate honorific systems that are frequently cited in the
literature on Japanese society (cf. Shibatani 1990:123-26).

Third, expressions that presuppose shifting (relational) self as illustrated in
(2) are artificial, not a natural part of language as linguists conceive it. Manipula-
tion of honorific and humble forms according to the situation is not learned natu-
rally. Many companies provide their employees with honorific-language lessons
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as part of on-the-job training. Those employees, most of whom hold college de-
grees, have not acquired such a language in their twenty-plus years of life. Books
teaching how to use honorifics properly are always in great demand and found in
virtually all bookstores in urban communities.

While it is indeed amazing that the Japanese continue to maintain their elabo-
rate honorific language at such a high cost, as far as the Japanese language is con-
cerned, the presence of individual (absolute) self is unquestionable.

With a few exceptions,® the researchers who advocate a multiple or relational
notion of Japanese self have attempted to derive it based on behavioral observa-
tions; as Bachnik (1992:152) asserts, ‘Japanese choose appropriate behavior
situationally, from among a range of possibilities, resulting in depictions of the
Japanese self as “shifting” or “relational.”” This statement is a non sequitur, for
holders of individual self can and should also behave appropriately in various
situations.

Bachnik’s idea of relational self is not as simple as it sounds, however. She
argues that the crucial question for defining self is ‘to look away from “fixing” a
unified typology of self [i.e. individual (absolute) self vs. relational self] to the
process of “fixing” a series of points along a sliding scale for a self which is de-
fined by shifting. If movement between different modes is central to the organi-
zation of self, then the question of how movement is initiated and defined at a
given “point” along the sliding scale is the central organizing factor for the double
continuum [e.g. u#i and soto] which social behavior is identified, not as a general
set of behaviors which transcends situations, but rather as a series of particular
situations which generate a kaleidoscope of different behaviors which are none-
theless ordered and agreed upon’ (155, emphasis in original). Backnik’s notion
of self appears to be constantly shifting, but at any given moment, it must be
identifiable at some point along a sliding scale. Let us now examine whether or
not this is the case.

As mentioned earlier, the verb kure- ‘give’ is used when the favor is made for
the benefit of the speaker, and the speaker is grateful for it. It can also be used
when the beneficiary is an insider, e.g. Mother. In the theory of relational self,
this is made possible because the boundary between the self and others is shifted:
a third-person beneficiary (the speaker’s mother in this case) is included in the
notion of relational self. We have also observed that the use of psych predicates,
such as omow- ‘think’, is restricted to the first-person subject. Let us examine the
case in which these two kinds of predicates co-occur in a single sentence.

(8) okada-san ga haha ni okane o kasite  Kure-ru
Okada NOM mother DAT money ACC lend-INF give-NPAST
to omo-u.
QUOT  think-NPAST
‘I think Mr. Okada will give my mother [a favor of] lending money.’
NOT ‘My mother thinks Mr. Okada will give [her a favor of] lending money.’



In (8), the destination of the favor of lending money is the speaker’s mother, but
the subject of omow- remains constantly the first person, watasi. That is, the use
of psych predicate is still impossible with a third-person subject. This fact indi-
cates that the self and the mother must belong to different conceptual categories
— one permits a direct expression about a mental state based on the guaranteed
access7ibi1ity to the source, but the other does not, due to the lack of such accessi-
bility.

5. The group model revisited

As mentioned earlier, social models are formed with respect to particular pur-
poses, implicit or explicit. Models are ideological in nature: ideal but visionary
speculation.  Various characteristics are frequently abstracted out to form a
monolithic and coherent model. 1t is, therefore, worth exploring the contexts in
which such a model was formulated. This section will investigate how the pre-
vailing model of groupism and contextualism, which is so popular in pragmatics
and sociolinguistics literature about Japanese, came about.

Since Basil Hall Chamberlain (1850-1935), Western observers have depicted
Japanese national cultural traits in an Orientalist tradition, which shares ontologi-
cal assumptions about the West as the universal reference point and the exotic and
inferior other (Minear 1980:508). Those observers were fascinated with some ex-
otic characteristics of Japan. Benedict (1946:2) depicted Japan as fundamentally
paradoxical: ‘the Japanese are both aggressive and unaggressive, both militaristic
and aesthetic, both insolent and polite, rigid but adaptable, submissive and resent-
ful of being pushed around, loyal and treacherous, brave and timid, conservative
and hospitable to new ways.’

While Japan’s constructed unity was created by Western observers, such an
imaginary community has been supported and extended by the Japanese them-
selves, for representation and dissemination of various ideologies and myths are
necessary parts of construction of a unified nation. This strategic ‘Japaneseness,’
characterized by Miller (1982) as ‘self-Orientalism,” maximizes national interests
and minimizes individualism.

Iwabuchi (1994) analyzes that in the process of Japan’s self- Onentahzatlon
which has been done most extensively in the last fifty years, images of the “West’
have been discursively created.® Western nations were considered superior and to
be emulated, but they were also condemned as individualistic and selfish. He
goes on to assert that it was in this context that self-Orientalisation was utilized as
a strategy to construct and self-assert Japan’s national cultural identity, and ‘the
West’ was necessary for Japan’s invention of tradition, the suppression of hetero-
geneous voices within Japan, and the creation of a modern nation whose people
are loyal to Japan.

Both the West’s Orientalist characterization of Japan and Japan’s self-
characterization tend to use the other to the self and to repress the heterogeneous
voices within: heterogeneous voices of people within the nation have been re-
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pressed through the homogenizing discourses of an imaginary ‘us’ versus ‘them,’
although Japan is neither static nor homogenous nor is it closed as a society
(Iwabuchi 1994).

In the late 1970s, researchers began casting doubt upon the validity of the
group model of Japanese. In comparison with people of other societies, are the
Japanese more group-oriented and accustomed to vertical organization? Do they
place more emphasis on consensus and social harmony, and value more deeply
group membership or social solidarity? Do they have underdeveloped egos, and
lack an autonomous sense of self-interest? (Mouer & Sugimoto 1986:11-14).

Rosenberger (1992:13) asserts that the Japanese are ‘not essentialized indi-
viduals despite economic and social changes. ... Japanese self emerges as neither
entirely collective nor completely individualistic. In fact, [the essays in the same
volume] imply that whether or not Japanese are becoming individualistic in an
American sense is the wrong question, one itself rooted in Western dichotomies.
The more appropriate question is, what shifts occur as Japanese people make
Western lifestyles and concepts of individuality part of their own processes of self
and social relationship.” I counter her opinion with the contention that the real
questions here are (i) what concepts the term individuality signifies in each work
on the relationship between Japanese society and its language, and (ii) what evi-
dence the advocates of the group model provide to support their claims.

The most essential feature of self is self-awareness, which is generated and
fostered through self-other interaction and the symbolic processing of information
(Lebra 1992:105). Symbolic processing of information in Japanese requires a
clear demarcation between the self and others, whereas such a demarcation is less
significant in English, which permits sentences like ‘Mom wants to go shopping,’
without any evidential expressions. Therefore, there is no basis to assume that the
Japanese have a less-developed concept of self than do Westerners. And, if the
Japanese were ‘much more likely than Westerners to operate in groups or at least
to see themselves as operating in this way’ (Reischauer 1977:125), the ultimate
cause should be sought elsewhere than in the cognitive domain.

Concerning evidence for the group model, there is a fundamental problem in
methodology: the claims are frequently, if not always, based on anecdotes, with-
out providing a clear argument to what extent such anecdotes are representative of
a larger population, as eloquently discussed by Mouer and Sugimoto (1986:130-
33). For example, it has been pointed out that the Japanese travel abroad in
groups; they bathe together in groups; in Japanese festivals a group of young men
carry a portable shrine (ibid.). In the presence of countless counterexamples, such
anecdotes cannot be used as evidence.

6. Conclusion

We have considered whether the notion of Japanese self as encoded in the Japa-
nese language is fluid, constantly shifting as the speech situation changes, as
claimed by many researchers on Japanese society and its language. All literature I



have reviewed on this topic attempts to drive the Japanese concept of self based
on behavioral observations. Whether cognitive notions such as self can be de-
duced from observed behavior alone is highly questionable. However the Japa-
nese behave non-linguistically, it is indisputable that all competent speakers of
Japanese possess a clear and rigid concept of self, without which idiomatic Japa-
nese is impossible. This self is individualistic, not part of a group or interper-
sonal. Japanese self is the one whose mental states the speaker has direct access
to, and that the speaker is privileged to express such mental states without evi-
dential sources — essentially identical with the Cartesian notion of self. This no-
tion is learned by children at an early age, much earlier than they learn proper
behavior in society. They learn without explicit instruction that okaasan wa kai-
mono ni ikitai ‘Mom wants to go shopping,” a direct statement about the mother’s
mental state, is anomalous. The Japanese language forces its users to establish a
category of self which is disjointed from all other people.

NOTES

*I am indebted to Cindi Sturtz, Anna Wierzbicka, and Ikuko Yuasa for valuable discussions
and insightful comments.

! This generalization on Japanese preference of group over individual attributes neglects the
crucial aspect of self-introduction; one selects introductory statements according to the presumed
knowledge of the addressee and the purpose of the subsequent conversations. Usually a Japanese
introduces him-/herself in the way Nakane describes when it is already known that the speaker is a
scholar or a company employee. Only then, stating one’s affiliation becomes natural and relevant.
(Because being a company employee is a default in modern urban Japan, the phenomenon men-
tioned by Nakane is commonly observed.) It sounds strange, however, to say ‘I'm from XYZ
University’ unless the addressee already knows that the speaker is a college student or professor or
somehow affiliated with a university.

Smith (1983:82) reports that many Japanese men have two different cards, the business card
that includes rank in his organization, business address, and telephone number, and the personal
card that bears only his name, home address and telephone number. The latter is said to be given
out only to those in the closed circle of one’s acquaintances. Although I myself do not know any-
one practicing this, it indicates that one’s affiliation is not an automatic part of identification.

2 Abbreviations: INF = infinitive; TOP = topic; NPAST = nonpast; EVID = evidential; COP = cop-
ula; QUOT = quotative; CONJ = conjunctive.

3 Another, equally common, analysis posits three concentric circles: a fixed self as the inner-
most circle, in-group surrounding the self, and out-group representing the rest of universe. In this
analysis, kure- is considered to be used for an inward transfer, e.g. from an outsider to the self or
an insider, or from an insider to the self.

* The direct representation of subjective experiences (representéd consciousness) other than
the speaker’s own yields what Banfield (1982) refers to as an unspeakable sentence, i.e., one
which cannot naturally occur in spoken language. Kuroda (1973) calls the style where such ex-
pressions appear only with first-person subjects the reportive style. In reportive style, only the
speaker is entitled to express one’s own psychological state. In the nonreportive style, by contrast,
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a third-person subject is permitted for such expressions.

* Naturally, keen observers have recognized that the ‘individual Japanese [is] a very self-
conscious person’ (Reischauer 1950:143).

¢Lebra (1992) proposes three dimensions of self: the interactional self, the inner self, and the
boundless self. The interactional self is relative, multiple, and variable in accordance with where
and how self stands with respect to others. The inner self is less relative, more stable, fixed, and
purely subjective. The boundless self is embedded in the Buddhist version of transcendentalism,
disengaging from dichotomies between subject and object, self and other, inner and outer realms,
existence and non-existence, and so forth.

7 One may wonder why the use of kure- is possible in (8) when the destination of the favor of
lending money is the speaker’s mother, not the speaker herself, because in the theory of relational
self, the mother is considered to be included in the speaker’s extended self, and yet she is ex-
cluded from the potential subject of omow-. As mentioned in note 3 above, it is possible to char-
acterize the use of kure- differently: a fixed self as the innermost circle, in-group surrounding the
self, and out-group representing the rest of universe. This latter analysis does not conflict with the
fact that the first person alone can be the subject of psych predicates.

¥ An example of discursively created images of the ‘West’ can be drawn from Kunihiro
(1976), who claims that the cognitive behavior of the Japanese is different from that of Western-
ers. According to him, Westerners employ the dualistic Aristotelian logic, but the Japanese do
not rely on such reasoning processes.
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Phonetic Assessment of Tone Spreading

Sung-A Kim
University of Texas at Austin

1. Introduction. The alignment of fundamental frequency (fO henceforth)
contour with other units in speech is an important issue not only for modeling fO
contour in speech analysis, but also for theoretical understanding of tone and
intonation systems. The fO-syllable alignment has been investigated by two groups
of researchers from different perspectives. The first line of research has been
conducted in tone studies within a framework of theoretical linguistics. Tones can
be spread, shifted, or copied, all involving changes of alignment of tones with their
host units (Hyman and Schuh 1974, Schuh 1978). Major portions of metrical and
autosegmental phonology of tone/accent languages are devoted to various complex
tone-syllable alignment issues. The f0-syllable alignment has been formalized by
resorting to the notion of ‘association lines’ in autosegmental phonology
(Goldsmith 1979, 1990, among others).

The second line of research has been mainly conducted in the field of phonetics.
It concerns physical aspects of alignment of fO contour with the segmental units in
speech. For example, Bruce (1977) found that fO realizations in Swedish are
characterized by the relative stability of certain tonal targets. However, a review of
these tone/accent studies displays a general lack of communication between the
groups. This paper tries to fill this gap by investigating one of the most common
tone alternations: tone spread.

Tone spread is described as a phonological process whereby “a tone moves
beyond its original segmental domain to replace or displace the tone of the
following syllable or syllables” (Schuh, 1978: 231). In autosegmental phonology,
the tone spread is formalized as a process in which two tone-bearin g units share the
same tone, as schematically shown in figure 1.

T
I \
(o) (o)
Figure 1. Phonological analysis of tone spreading

Recent works on fundamental frequency realization cast a doubt on the nature of
the phonological analysis of tone spreading. It is agreed that the f0 peak
corresponding to high tone tends to be delayed until the later part of the tone-
bearing unit or the onset of the next syllable (Silverman and Pierrehumbert 1990,
Prieto et al 1995, Arvaniti et al 1998, Kim 1998, among others) because of a
sluggish cessation of f0 movement (Ohala 1978, Fujisaki 1988). Furthermore,
phonetic studies on implementation of tones have shown that only a single peak is
found in the context of tone spreading (Xu and Wang 1997, Kim 1998). Findings
of the phonetic studies raise a serious question of how tone spread is distinguished
from fO peak delay described above. Will f0 peak delay and tone spreading be
isomorphic in nature? This issue has not been addressed before, simply assuming
that phonological spreading would be realized by an f0 plateau laid upon two tone-
bearing units at the phonetic implementation level (Pierrehumbert and Beckman
1988). This paper attempts to answer this question and proposes a phonetic



assessment for the facts previously described as tone spreading in Yoruba and
Chichewa.

The remainder of the paper is organized as follows: Facts of the tone alternation
in Yoruba and Chichewa are introduced in section 2. A brief sketch of the previous
literature on fO peak realization will be presented in section 3. The experimental
method and the result will be addressed in sections 4 and 5, respectively.
Implications of this study will be discussed in the conclusion.

2. Tone Alternation in Yoruba and Chichewa. Yoruba has a three-tone
system, which is composed of high, mid, and low tones. Among the three tones,
mid tone is phonologically inert in the sense that it does not interact with adjacent
high or low tones. It is not subject to tone spreading rules (Pulleyblank 1988,
Laniran 1992). In comparison, high tone spreads to the next low-toned syllable but
not to the mid-toned syllable as shown in (1).

(1) a. /Layo/ [Layé] ‘a personal name for male’
/Débo/ [Debo] ‘a personal name for male’
b. /16ko/ [16ko] ‘a farm’

In (1a), high tone on the first syllable spreads to the next low-toned, and the second
syllable bears a contour tone. On the other hand, such a contour does not occur
where the high tone is followed by a mid tone, as shown in (1b). The tone
alternation described above occurs regardless of the position in which the high tone
occurs in a phrase.

The tone alternation in Chichewa, a language with high and low tones,
differs from the tone alternation in Yoruba in the sense that it is position-sensitive.
In this language, low tones are assumed to be phonologically inert and thus low
tones do not play a role in tone patterns. It is a high tone that spreads and deletes.
In Chichewa, high tones generally spread forward one syllable as in (2a) and (2b),
but not onto or within the disyllabic phrase-final foot as in (2c). High-toned
vowels created by tone spread are underscored in (2).

(2) a. tinapétsi mwand dé’ guiili ‘We gave the child a basket’
b. chigawé"gd iichi ‘this terrorist’
c. chigawée'ga ‘terrorist’

Kanerva (1989) formulates the position-sensitive tone spread rule for the data in (2)
as nonfinal high tone-spreading as depicted in (3).

(3) Nonfinal doubling: Iil

HoH B H
condition: yj is not in phrase-final foot.

According to this rule, a high tone spreads onto the following mora if the mora is
not in the phrase-final foot. In (2a) and (2b), there occurs high tone spreading
because the target mora is not in the phrase-final foot. On the other hand, the high
tone in (2c) does not spread to the following mora since the target mora is included
in the phrase-final foot. The same tone alternation is also observed by Mtenje
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(1988). The phonological analyses of the tone altemation in Chichewa can be
summarized as follows: Tone spreading occurs in pre-penult positions, while it
does not in penult positions in Chichewa.

Before moving on to the next section, let us briefly discuss a problem with the
spreading analysis given in (3). The problem arises from the special reference to
the phrase-final element. According to the phonological analysis, the spreading rule
must refer three moras ahead before tone-spreading takes place. It makes this rule
typologically peculiar in the sense that local tone spreading is triggered by an
element at the end of a phrase and by counting the syllables from the end of the
phrase. This pattern leads to a violation of the locality condition in an otherwise
well-motivated generalization. Phonological rules are usually assumed to be subject
to conditions of locality where the trigger and the target should be structurally
adjacent to each other (McCarthy and Prince 1986, Odden 1994). The tone-
spreading as described is a violation of this well-motivated constraint.

The summary of tone alternations in the two languages is tabulated in (4). In
Yoruba, high tone spreading is assumed to occur in a high-low context
(henceforth, HL context), but not in a high-mid context (henceforth, HM context).
In Chichewa, high tone spreading is supposed to occur in pre-penult positions but
not in penult positions. :

Languages | Locality | Phrase Position So-called Spreading
Case
Yoruba local Insensitive HL contexts
Chichewa | non- Sensitive: Pre-penult positions
local Spreading only in pre-penult
positions

(4) Summary of Phonological Analysis of Tone Alternation, 1 explored an
instrumental analysis of the facts previously described as tone spreading, which
suggests another description of the facts and another analysis. This ultimately
proposes that the position-sensitive tone alternations are not tone spreading, but a
by-product of fO peak alignment.

3. Theoretical Background: F0 Peak Delay.  Compared to the
unusualness of the phonological analysis in Chichewa given in section 2, the
position-sensitive processes are not typologically unusual, from the perspective of
the phonetic timing of the f0 peak. A number of studies on the phonetic realization
of accent and tone have found that phonetic prominence, specifically pitch
prominence, may not always align with the accented or tone-bearing syllable (Steele
1986, Silverman and Pierrehumbert 1990 for English, Prieto et al. 1995 for
Mexican Spanish, Liberman et al. 1993 for Igbo, and Liberman 1996 for Yoruba).

Also, it has already been well established that the fO delay does not occur where
the syllable is close to a prosodic phrase edge. Steele (1986) and Silverman and
Pierrehumbert (1990) show that two factors, rhyme duration and upcoming
prosodic contexts, are the main source of peak location variation in English. That
1s, when a vowel is lengthened because of slow speech, the f0 peak is
correspondingly delayed. Given an identical phrase position, there is a positive
correlation between vowel duration and fO peak delay relative to the vowel onset.
In contrast to this, the fO peak is aligned early in the syllable where the syllable is
close to a prosodic edge in English. Prieto et al. (1995) report a similar result for
Mexican Spanish. In addition, they observe that the same finding is obtained when



f0 peak delay is measured relative to accented syllable onset as well as vowel/rhyme
onset. Kim (1998) reveals that the distance from syllable onset to fO peak highly
correlates with the duration of tone-bearing syllables in Chichewa. Of particular
interest is the lack of correlation between the syllable duration and distance between
syllable offset and fO peak (offset-to-fO peak) in Chichewa. This means that offset-
to-f0 peak does not systematically vary with any consistency. In other words, the
fO peak simply stays close to the syllable offset. The high correlation between fO
peak relative to the tone-bearing syllable onset and the syllable duration indicates
that the fO peak is moving closely with the syllable offset. Let us call this pattern
‘peak delay.” As Ohala (1978) and Fujisaki (1988) argue, the fO peak delay
appears to be due to a function of sluggish cessation of an f0 movement. In other
words, fO is a function of the strain of the muscles such as cricothyroid and
sternohyhoid, the mass of the thyroid cartilages and stiffness of the cricothyroid
joint. Even if the neural commands for producing a pitch target is issued
simultaneously with those for producing the syllable that carries it, the pitch target
would be attained more slowly than the segmental targets. Therefore, it is possible
that fO peak is realized on the following syllable.

The peak delay pattern in fO represents a regular timing relation between the
laryngeal gesture that leads to the fO peak and landmarks in the syllable (syllable
onset, syllable offset). Since the groundbreaking work of Bruce (1977) on
Swedish, it has been known that at least some fO patterns are characterized by
relative phonetic stability of certain tonal targets. Bruce finds that the local fO peak
corresponding to Swedish word accent is constantly aligned with the segmental
material and the O value is constant across multiple repetitions of the same utterance
by the same speaker. Bruce interprets this to mean that, for the Swedish accentual
distinction, "reaching a certain pitch level at a particular point in time is the
important thing, not the movement (rise or fall) itself (1977:132)." The same kind
of stability is observed elsewhere as well. For instance, Huffman (1993) shows
that syllable landmarks are important in the timing of velar gestures. The regular
and proportional timing between gestures of different articulators is also founded in
work within the framework of task dynamics (Tuller and Kelso 1984 and Browman
and Goldstein 1990 among others).

4. Experimental Design. The experiment was designed to compare the fO
alignment of the so-called spreading case to the non-spreading case in each
language. Consider the sentences in (5) from the Yoruba corpus used in the
experiment.

(5) Corpus in Yoruba

a. O _modémo o iyen b. Mimdmia  1& 1o 1iyen.
He intentionally use thatone mother my  is able touse that one
“He intentionally uses that one.” “My mother is able to use that one.”

The two sentences in (5) are almost identical to each other except for the target
words, indicated by underlines. The underscored word in (5a) contains a sequence
of a high tone followed by a low tone (henceforth, HL), while the one in (5b) has a
sequence of high tone followed by a mid tone (henceforth, HM). Therefore, the
target word in (5a) corresponds to the spreading case, whereas the one in (5b)
corresponds to the non-spreading case. If there is tone spreading only in (5a), clear
differences in the f0 realization between the spreading and non-spreading cases are
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predicted by the phonological analysis. The predictions made by phonological
analysis of tone-spreading are summarized in (6).

FO realization Number of Associated
Syllable(s)
e e ——— — =
Spreading FO plateau (fO peak laid upon two [ 2
syllables)
Non-spreading | no plateau (single f0 peak) 1

(6) Prediction Borned out of Phonological Analysis of Tone Spreading.

A crucial difference between spreading and non-spreading cases is whether there is
a tone target in the syllable next to the underlying high tone-bearing syllable. As
shown at (6), the so-called spreading case is characterized by the existence of an
additional tone target. In order to test the prediction born out of the phonological
analysis of tone spreading, I compared the f0 peak alignment in the two target
words in (5). If there is a tone spread in pre-penult positions, then we should find
f0 peak to be timed with the syllable following the high tone-bearing syllable, while
the fO peak is timed with the high tone-bearing syllable itself if there is no tone
spread.

The same reasoning applies to the tone spreading case in Chichewa. For
Chichewa, the sentence in (7) was used in the experiment. Notice that the sentence
has four high tones. Among those, the third high tone and the fourth high tone
underlined are the main concern here. It is the fourth high tone that is located in the
phrase-final foot, while the third high tone is not. For the sake of convenience, let
us call the third and the fourth high tones the pre-penult and penult tones
respectively. In order to minimize segmentally induced perturbation on f0, target
words indicated by italics are composed of sonorants, except the k in kun’er’a .
Also notice that the pre-penult and the penult tone-bearing vowels are identical (i.e.,
e) to control for the intrinsic fO of vowels.

(7) Mié"da dma yenéra kunw’ én a.
The watchman must  to goof off
“The watchman must goof off.”

If there is a spreading only in pre-penult positions in Chichewa, then the f0
alignment in the pre-penult positions should differ from the one in penult positions.
If there is no tone spread, f0 is expected to be determined by reference to the tone-
bearing syllable regardless of the positions.

In the experiment, a male Chichewa speaker and a female Yoruba speaker
participated at the recording. The Chichewa speaker and the Yoruba speaker uttered
the sentence in (5) and (7) respectively. To induce a broad range of fO values and
syllable duration, the speaker was asked to vary loudness and speech rate. There
were three conditions with respect to loudness as used in Liberman et al. (1993). A
total of 576 tokens (1 speaker x 2 sentence types x 3 loudness levels x 2 speech
rates x 2 target words x 24 repetitions=576) was obtained for Chichewa. A total of
120 tokens was obtained for Yoruba. The speech signal recorded on a digital audio
tape-recorder was digitized at a sampling rate of 22 kHz and segmented from
waveform and spectrogram display, using Sound Scope, a Macintosh-based sound
analysis by GW Instruments.



The following measurements were taken for the two target words in spreading
and non-spreading cases in each language.

(8) Measurement Points

The onset and offset of the tone-bearing syllable,

. the onset and offset of the tone-bearing rhyme,

. the onset and offset of the syllable following the tone-bearing syllable,

. the onset and offset of the rhyme in the syllable following the tone-bearing
syllable,

. the f0 peak corresponding to high tones in both spreading and non-spreading

cases.

oo o

o

b 0 e e e e i PO RS
m ayen er ak un e n
Figure 2. A pitch track of pre-penultimate and penultimate high tones in Chichewa.

on

Figure 2 shows the waveform display, fO contour, and spectrogram corresponding
to the target words amayenera and kun’er’ a. Segmental transcription is given at the
bottom of Figure 2. N

The following null hypotheses are tested in the study. If those null hypotheses
are rejected, then it can be said that tone spreading analysis is confirmed in each
language.

(9) The Hypotheses:

a. In Yoruba, the temporal locations of the fO peak are determined by reference
to high tone-bearing syllable in both HL and HM contexts.

b. In Chichewa, the temporal locations of the fO peak are determined by
reference to the high tone-bearing syllable in both pre-penult and penult
positions.

In order to test these hypotheses, I compared models of the temporal relation
using multiple regression. The relevant variables used in the multiple regression are
given in (10):
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(10) Variables

a. Peak delay: Temporal distance between fO peak and the onset
of the tone-bearing syllable.

b. T-Syllable duration: Duration of the tone-bearing syllable.

¢. N-syllable duration: Duration of the syllable following the tone-
bearing syllable.

FQ peak relative to the onset of the tone-bearing syllable in (10a) is the dependent
variable and position and the syllable duration in (10b) and (10c) are the
independent variables in the multiple regression. Penult position and pre-penult
position are coded as 1 and 0 respectively.

5. Results and Discussion.

S.1. Yoruba. First, let us discuss the results of Yoruba. With regard to the f0
peak in pitch tracks, only a single fO peak is observed in both HM and HL contexts.
There was no f0 plateau laid upon the two syllables in general. The f0 peak is
delayed until the syllable following the high tone-bearing syllable. As a result, the
longer the high-toned syllable, the longer the fO peak is delayed. At first glance, it
appears that there is no difference in fO timing between the HL context (i.e.,
spreading case) and HM context (i.e., non-spreading cases) with regard to the fO
peak alignment. A close examination, however, reveals that the two contexts differ
from each other in the syllable with which the fO peak has a constant relation.
Consider the table in (11) where the results of simple regression models in HM
context are summarized. The one in (11a) indicates the regression model where the
peak is assumed to be timed with the tone-bearing syllable itself, while the one in
(11b) represents the regression model where the peak is supposed to be timed with
the syllable next to the tone-bearing syllable. We can compare models using
relative measures of goodness of fit. One of such measures is the Pearson R
values, which is indicated in the second column in the table. For example, the R?
value of 0.684 indicates that the model accounts for 68% of the variation in the
data.

a. Peak = 0.049+ 0.676*Tsyll R®:.684 | HM context (non-spread)
b. Peak = 0.001+0.022*Nsyll R*:.002 1 HM context (non-spread)
(11) Simple regression models for the prediction of [0 peak location

In the table in (11), higher R? value in (11a) indicates that O peak is timed with the
tone-bearing syllable in non-spreading context. The extremely low R? value in
(11b) shows that the fO peak has almost no relation with the syllable following the
tone-bearing syllable.

In the spreading context, however, the opposite result is obtained, as shown in
(12). The equation in (12b) shows the result of the case where the fO peak is
assumed to be timed with the next syllable in the spreading context. This equation
model has higher R? value than the one in (12a). This means that the temporal
location of fO peak is best predicted by reference to the syllable next to the tone-
bearing syllable in spreading cases.



a. Peak = (0.134+0.901*Tsyll R’:.592 | HL context (spread)
b. Peak =-0.027+0.823*Nsyll R’:.621 | HL context (spread)
(12) Simple regression models for the prediction of fO peak location

If we compare the tables in (11) and (12), it is clear that there is an asymmetry
between HM and HL contexts. In a non-spreading context, fO peak has a constant
relation with the high tone-bearing syllable itself. On the other hand, in a spreading
context, it is constantly timed with the syllable next to the tone-bearing syllable. The
equation models in (11a) and (12b) are graphically shown in (13a) and (13b).

(13) Regression equations in non-spreading and spreading cases in Yoruba

a. HM context b. HL context
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To sum up, Yoruba results appear to support the phonological analysis of tone
spreading as they display a difference in f0 timing between spreading and non-
spreading cases.

5.2. Chichewa. In the previous section, Yoruba results show that there is a
clear difference in fO timing between spreading and non-spreading cases. In
comparison, Chichewa results show that there is no difference in fO timing between
spreading and non-spreading cases. FO peak is timed with the high tone-bearing
syllable in both cases in Chichewa. The table in (14) shows two regression models
in pre-penult positions whereas the one in (15) contains two regression models in
penult positions. It should be noted that regression equations in (14a) and (15a)
have higher R? values than the ones in (14b) and (15b).

a. Peak =003 + 1.355 * Tsyll R%: 775 pre-penult (i.e. spreading)

b. Peak =.028 + .968 * NSyll R® .381 pre-penult (i.e. spreading)

(14) Simple regression models for the prediction of t0 peak location

a. Peak =-.027 + .637 * Tsyll R’:.616 penult (i.e. non-spreading)

b. Peak =.063 +.293 * NSyll | R": .217 | penult (i.e. non-spreading)

(15) Simple regression models for the prediction of 10 peak location
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If there is tone spreading only in penult positions, then it is predicted that the fO
peak in pre-penult positions has the most constant relations with the syllable next to
the high tone-bearing syllable, as we found in Yoruba cases. Notice that the R?
value in the N-syllable based model (i.e., equations in 14b and 15b) is much lower
than the one in the T-syllable based model (i.e., equations in 14a and 15a). When
the peak delay is plotted against the duration of the high tone-bearing syllable as in
figure 3, quite high R? values (0.775 in pre-penult positions and 0.616 in penult
positions) were obtained in both pre-penult and penult position. Therefore, the tone
spreading analysis is rejected in Chichewa.

T T T T v T
[ .05 A .15 .2 .25 .3 .35
Tsyll

Figure 3. Peak delay as a function of duration of tone-bearing syllable in Chichewa.

The findings of this study are important both empirically and theoretically.
Empirically, they provide instrumental data about the little-studied O peak delay
phenomenon in African tone languages. Theoretically, the experimental results for
Chichewa indicate that the tone alternation in the language deserves a phonetic
account rather than a phonological analysis. The phonetic account does not require
that Chichewa be an exception to phonological constraint on locality. More
importantly, the contrast between tone alternations in the two languages provides an
empirical ground to tease apart phonetic implementation of tone (e.g. tone
alternation in Chichewa) from true phonological rules of tone (e.g. tone alternation
in Yoruba).
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Motivating Morpho-Syntactic Changes in Turkic Subordination™*

Jaklin Kornfilt
Syracuse University

1. Introduction. It has often been claimed that diachronic change and first
language acquisition reflect similar principles and tendencies, since (presumably)
the former is to a great part due to the latter. As Kiparsky (1968:175) states, "the
transmission of language is discontinuous, and a language is recreated by each
child on the basis of the speech data it hears." Thus, a child acquiring the
language of her parents might construct a grammar that is different than the one
her parents' generation had internalized. For example, " [a] highly constrained rule
may be generalized, or a difficult rule may fail to be learned.” (Jeffers & Lehiste
1979: 98) Or, a given stage in the development of a language might have a high
degree of exceptionality with respect to certain syntactic categories (cf. Lightfoot -
1979) or with respect to certain rules (cf. Kiparsky 1968 and 1978), making the
lexicon or the rule system opaque. Children would then construct a grammar
which would be more transparent, with concomitant changes in the lexicon and/or
in the rule system.

The claim that acquisition influences diachronic change is illustrated very
clearly for Turkic languages in work by Slobin (in particular, in Slobin 1986).!
The following quote illustrates this point of view:

Those parts of a language that are most stable over time should be
acquired relatively early in the course of development and should be
relatively easy to process. Conversely, the parts of the grammar most
susceptible to change — either through internal change or under the
influence of borrowing from other languages — should be those parts
which are acquired late and which are relatively difficult to process.
(Slobin 1986: 273)

In this paper, I shall assume the essential correctness of the general claim, without
however accepting the conclusions and generalizations about the Turkic
languages insofar as the proposed explanations for the putative diachronic
changes are concerned. More specifically, mine differ from Slobin's proposals
substantially when considering his particular claims about the historical
developments in the Turkic languages, and I establish tendencies of change that
are diametrically opposed to the psycholinguistic principles which Slobin claims
underlie both historical changes in the Turkic languages and the acquisition of
Turkish.

The relevant psycholinguistic principles are: 1. "If a semantic configuration
can be expressed by a single, unitary form (synthetic expression) or by a
combination of several separate forms (analytic expression), prefer the analytic
expression." (Slobin 1986:278-79) 2. " . If a clause has to be reduced,
rearranged, or otherwise deformed when not functioning as a canonical main
clause ..., attempt to use or approximate the full or canonical form of the clause."
(Slobin 1986:279) In addition, the assumption is made that left-branching
structures are more difficult to parse than right-branching ones, and that therefore
the former tend to be replaced by the latter. These principles and tendencies are
designed to explain various phenomena of diachrony as well as of first language



acquisition. In this paper, I shall focus primarily on diachronic phenomena. I shall
conclude that at least some of the diachronic changes observed go counter to
principles 1 and 2, and I shall hypothesize that the changes are actually motivated
by a tendency which is opposed to principle 2, i.e. a tendency towards overtly
differentiating between main and subordinate clauses, irrespective of the means
that are used to achieve such differentiation.

2. Facts of diachrony, typology and acquisition. There are primarily two
phenomena concerning language change which are discussed in Slobin (1986).
One is the observation that in many Turkic languages spoken in the former Soviet
Union there has been a strong tendency to form subordinate clauses as in Russian
(and in Indo-European in general), with free (i.e. non-affixal) subordinate
particles and fully finite clauses. Note that subordinate clauses in Turkic are
typically "nominalized", i.e. are not fully finite. A few representative examples
from Modern Standard Turkish follow to illustrate this claim.

In fully finite clauses, Turkish has a wide variety of tense and/or aspect
markers that are suffixed to the verb stem and produce so-called simple
conjugation forms. These suffixes are followed by subject agreement markers
drawn from a number of paradigms; the choice of these agreement markers is
dictated by the tense/aspect suffix. The subject of these finite clauses is in the
Nominative case which is not marked morphologically.

(1) ben her giin sinema-ya gid-er -im
I (NOM) everyday cinema -DAT go -AOR -1SG
I go to the movies every day'
(2) ben yarin sinema-ya gid -eceg -im
I (NOM) tomorrow cinema-DATgo -FUT -1SG
'T shall go to the movies tomorrow'

In subordinate clauses, we find essentially two nominalization markers on the
stems, generating gerundive clauses. One type is roughly a factive gerundive
(FG), while the other corresponds roughly to a subjunctive (which I shall gloss as
"action nominal" [AN]).

(3) ben[Hasan-in  sinema-ya  git-me -sin-i ]
I Hasan-GENcinema-DAT go-AN-35G-ACC
iste -di -m
want -PST-1SG
T wanted for Hasan to go to the movies'
(4) ben [Hasan-in  sinema-ya git-tig-in -i  ]Jduy-du -m
1 Hasan-GENcinema-DAT go-FG -35G-ACC hear-PST-15G
T heard that Hasan went to the movies'

Both gerundive patterns share the following properties: their subject is marked for
the Genitive case (in contrast to the nominative subject of finite clauses), the
subject agreement suffixes come from a nominal possessive agreement paradigm
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(rather than from any one of the verbal paradigms as in finite clauses), and the
gerundive suffixes are placed in the same morphological slot as the tense/aspect
suffixes in finite verbs. As a consequence of the last property, such gerundive
verbs lack the numerous tense/aspect differentiations that can be expressed on
simple finite verbs. While such semantic distinctions can be made in gerundive
clauses, as well, periphrastic forms must be used, since the simple gerundive verb
cannot express these distinctions by itself, due to the morphological reasons
mentioned above.

From the perspective of Slobin's operational principles, we assess such
gerundive clauses as follows: If nominalization affixes are viewed as markers of
subordination, the resulting forms are not analytic, thus violating principle 1.
Furthermore, in such clauses, the subject (when existent) is not in the Nominative
case, as it is in fully finite main clauses, but in the Genitive; the gerundive
markers show up instead of (and in the morphological slots for) the finite tense
and aspect suffixes; furthermore, the subject agreement markers on the gerundive
are from a different paradigm than the verbal agreement markers found on fully
finite predicates. All of these factors conspire to make subordinate clauses quite
different from main clauses, thus violating principle 2. Based on these operational
principles, we would therefore expect that such clauses would be difficult to
process; the change toward Indo-European patterns in their complex constructions
in the Turkic languages used in the formerly Soviet areas would then be explained
by these principles rather than, say, by direct political pressures. Here, I shall
address this particular claim only in passing. Note also that we would expect such
nominalized clauses to be difficult to acquire by children; as a matter of fact, it
appears that Turkish children do acquire subordination and complementation
about two or more years later than their peers who acquire Indo-European
languages like English, French and Russian (cf. Slobin 1986: 273-274, 277).

A second point concerning diachronic change is made by Slobin with respect
to a particular type of complex construction, namely relative clauses. He claims
that these are particularly complex and complicated in Turkish, and that at least
some of these complexities and difficulties have been simplified in most of the
other Turkic languages. It is this construction which I will be addressing primarily
in this paper, and I will show that, firstly, (most of) the supposed simplifications
and neutralizations in the other Turkic languages are not new developments but
rather are reflexes of older "simple” constructions, and that secondly, the
supposed complexities of Turkish are innovations rather than reflexes of "old"
patterns as assumed in Slobin's work. If so, the patterns in question cannot be
viewed as universally and cognitively difficult-at least not within an approach
like Slobin's which seeks to explain directionality in historical change via general
psycholinguistic principles. To illustrate claim and counter-claim, let me turn to a
discussion of relative clauses.

2.1. Relative clauses in Turkish. Modern Standard Turkish has relative clause
constructions which exhibit properties similar to the complex constructions which
we saw above. Those constructions have nominalized subordinate clauses which
have argument function. In addition to whatever cognitive complexity is
contributed by the morphological as well as the syntactic properties of
nominalized clauses, relative clauses exhibit the following complication: relative
clauses whose target is a subject or part of a subject are of a different form than
those whose target is a non-subject.? This dichotomy is illustrated by the
following examples.



Relative clauses whose target is a subject have modifier clauses headed by a
"subject participle” (SP):

(5) su -yu i¢ -en misafir
water -Acc. drink-SP guest
'the guest who drinks the water'

(6) su -yu i¢ -mis (ol-an) misafir
water -Acc. drink-PERFP be-SP guest
'the guest who has drunk the water'

Relative clauses whose target is a non-subject have modifier clauses headed by an
"object participle” (OP). While this terminology is one used in most of the recent
literature on the topic of Turkish relative clauses (cf. Underhill 1972, Hankamer
& Knecht 1976), this so-called object participle is nothing other than the familiar
factive gerundive, which is not surprising from a typological perspective, since
the canonical relative clause pattern is one that involves indicatives rather than
subjunctives or infinitives.

(7) misafir -in i¢ -tig-i su
guest -GEN drink-OP -35G water
'The water which the guestdrinks'
(8) misafir -in i¢ -mig *(ol-dug -u) su
guest -GEN drink-PERFP be -OP -35G water
'The water which the guest has drunk’

Notice that relative clauses whose target is a non-subject are rather different from
their counterparts whose target is a subject. The modifier clause has a subject, and
that subject is overtly marked for genitive case. Furthermore, the participle bears
overt agreement morphology with its subject, while the subject participle does
not. Even where the same perfective participle is used in the two constructions,
there is a difference: the perfective participle can be used by itself, as a non-
agreeing predicate, in subject relative clauses as in (7). In contrast, it requires the
presence of the copula bearing the appropriate agreement and non-subject
participle forms when used in non-subject relative clauses as in (8).

Slobin points out that the non-subject type of relative constructions are
"exceptionally rare in Turkish", a fact which he attributes to its complexity
(Slobin 1986: 284). This complexity would be a function of a violation of his
principle 2 by this construction, namely the fact that the modifier clause in non-
object relative clauses is even less similar to a canonical main clause than a
subject relative clause. Hence, while both types of relative clauses would be
difficult to parse and to acquire (since they are both synthetic rather than analytic,
thus violating principle 1, and are both left-branching), the subject relative
construction would be evaluated as somewhat simpler, and one would therefore
predict that it would be more stable diachronically than non-subject relative
clauses. Furthermore, the choice that must be made between two participial forms
is said to place a heavy burden on the speaker, and that therefore other Turkic
languages show a "tendency to neutralize the surface distinction between subject
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and nonsubject relatives, with use of a single form for all types" (Slobin 1986:
286). This neutralization towards a single form would have to develop in favor of
the form which is claimed to be cognitively simpler, namely the subject participle
and its concomitant syntactic properties: no genitive case, no non-verbal
agreement form on the verb.

Indeed, this is exactly what Slobin claims to have happened:

Significantly, the form chosen, repeatedly, is the -An form.
(Slobin 1986: 286)

Some of the examples given in Slobin (1986) to illustrate this diachronic and
typological claim are repeated below (I shall use the general gloss of participle
(P), where the distinction between subject and non-subject participle is not clear
or not relevant):

(9) Turkmen: gel -en adam
come-P man
The man who came' (Slobin 1986: 287; his 19)

This example would be equivalent in Turkish.

(10) Turkmen: men-in yaz -an kitab-im
I  -Gen. write-P  book-1SG
'The book that I wrote' (Slobin 1986: 287; his 19)

The Turkish equivalent would be as follows:

(11) ben-im yaz -dig-im kitap
I -Gen write-OP -1SG book
"The book that I wrote'

We note that, indeed, Turkmen appears to have "neutralized" the two participial
forms into one, and that this single form is the same as the Turkish subject
participle and not its non-subject participle.

In the next section, I turn to older stages of Turkic, and I show that the
morphological complexity of relative clauses in Modern Turkish is not a reflex of
previous stages of Turkic which got neutralized in a number of other Turkic
languages, but rather that they are innovations. The patterns in other Turkic
languages, as exemplified by Turkmen, appear to be in part reflexes of older
stages and in part due to individual developments, as we shall see later. In any
event, they are not due to the kind of "neutralization" posited by Slobin. In what
follows, I shall limit myself to relative clauses.

3. Old Turkic relative clause constructions. In this section, we shall see that
the dichotomy between subject and non-subject relative clauses did not exist in
the earliest Turkic texts that are available to us. While there were a number of
participial morphemes did exist in relative clauses, they had primarily aspectual



(as well as secondarily temporal) functions, similar to corresponding (or
sometimes identical) morphemes in main clauses. The Old Turkic-documents
consist of stone monuments from the 7th century AD (usually referred to as the
Orkhon monuments) and Old Uighur manuscripts from the 8th century AD.

The assumption is usually made in Turkological literature that in constructions
corresponding to relative clauses, the participles are "indifferent” between active
and passive (e.g. v. Gabain 1941:76). This means that the syntactic and
morphological properties of relative clauses are the same, irrespective of whether
the target of relativization is a subject or a non-subject. In the examples that
follow, I have noted between parentheses whether they correspond to a modern
Turkish subject relative (SP) or to a non-subject relative (OP) In either instance,
there is no agreement morpheme on the participle, nor is the subject of the
modifier clause (in those examples that do have a subject) marked w1th the
genitive case (although Old Turkic did have a genitive marker for possessors).*

(12) il tut -siq yir
tribes rule -P  place
'the territory from which the tribes should be ruled’ ("OP")
(KTS 4;Tekin1968:176)[future / necessitative]
(13) tinsi ogli ayti -gma tag
Tinsiogli call-P  mountain
'the mountain called Tinsi ogli' ("OP")
(TII S 2-3; Tekin 1968:176)[factive, potential]
(14) il biri -gma t&Nri
state grant-P  deity
'Heaven who has granted the state' ("SP")
(KT E 25; Tekin 1968: 176)
(15) Kkor-ir koéz-iim kér-maz taig bol  -ti
see -P(=AOR)eye-1SG see-P(=NEG-AOR) like become-PST 'my
seeing eyes became as if they did not see' ("SP")
(KT N 10; Tekin 1968: 177) [present state, action]
(16) sigun tart -ar qaNli
maral pull -P(=Aor.) cart
'The cart pulled by a maral; the cart which a maral pulled'
(Hiien-tsang, translations; v.Gabain 1941:76)
(17) agu -miz ..tut -mig yir
predecessor-1PL  rule-P  place
"The place(s) which our predecessors ruled; the place(s)
which were ruled by our predecessors' ("OP")
(KT E 19; Tekin 1968: 179) [perfective]
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(18) igid -migqagan
nourish-P  kagan
'The kagan who has nourished (you)' ("SP")
(BK E 22; Tekin 1968: 179) [perfective]

(19) kil -ma -dik od
come-NEG -P time
'The time that hasn't come; the future' ("SP")
(v. Gabain 1941:76) [factive; past]

(20) bar -duq yir -da
go -P place -LOC
In the lands where you went' ("OP") [factive; past]
(KT E 24; BK E 20; Tekin 1968: 178-79)

We note that in these examples, a rather large number of participle morphemes is
displayed. These clearly express a variety of aspectual and also temporal
functions. Interestingly enough, two of these morphemes are also found in
Modern Turkish relative clauses: -mif$ and -dugq. The first, as we saw earlier, can
function as a subject participle (when it is the only verbal form used), while the
latter is the canonical non-subject participle. Yet, in the Old Turkic data, either
form could be used in either function (note, in particular, examples (17) versus
(18) on the one hand, and (19) versus (20), on the other. What is constant in the
functions of these morphemes is therefore their aspectual, modal and/or temporal
functions, and not any putative function as a clue for the grammatical relation of
the relativization target.

Comparing the grammar of relative clauses in Old Turkic with that of Modern
Turkish, we note that the latter introduced a number of innovations: reduction in
the number of participle markers; shift of the main function of these markers from
modal/aspectual towards a function as a clue for the grammatical relation of the
relativization target; genitive marking on the embedded subject (when there is
one); overt agreement markers on the participle (when there is a subject to agree
with, i.e. when the target is a non-subject).

We conclude, then, that most of the properties exhibited by relative clauses in
Modern Turkish that are claimed in Slobin (1986) to be perceptually difficult,
which make the construction difficult to acquire by children, and which are also
claimed to be historically unstable are actually later innovations. The older
cognate forms are much "simpler" and conform to principle 2, i.e. they are much
more similar to canonical main clauses than are their Modern Turkish
counterparts. Hence, the system proposed in Slobin (1986) would make the
prediction that Old Turkic relative clauses should have been, relatively speaking,
stable, and that constructions like those in Modern Turkish should not have arisen
in the course of later developments—obviously an incorrect prediction.

I'now turn to a brief discussion of relative clause constructions in other Turkic
languages; however, due to space limitations, I shall only look at Turkmen as a
representative.

4. Other (contemporary) Turkic languages. As we saw earlier, Turkmen
relative clauses have only one participial form, and that is the form used as a



subject participle in Modern Turkish—the form claimed to be "simpler”, in that it
does not require agreement morphology. The following example is representative;
it is quite similar to the one cited from Slobin (1986) earlier, and it corresponds to
a Turkish non-subject relative clause. '

(21) Rus qogunin-iN  yerles-en yer -in -e
Russian soldiers -Gen.settle -P  place-35G -DAT
Kulikovomeydani diyilyer
Kulikovofield called

"The place where the Russian soldiers settled is called the Kulikovo
field'
(Alekseev & Karcov 1964, as cited in Schonig 1992/93:328)

Examples of this type are claimed to arise because the "[s]urface distinction"
between the two types of relativization patterns in Turkish is "neutralize[d]"
(Slobin 1986:286).

Note, however, that the Turkmen relative clause is every bit as "complex” as
its Modern Turkish counterpart. The embedded subject is in the genitive case,
thus violating principle 2, i.e. it is not in the "canonical" form for subjects.
Furthermore, while the participle is indeed bare, i.e. devoid of agreement
morphology, the construction itself does have agreement-namely on the head of
the relative clause. In this context, it is important to realize that the head noun is
not interpreted as possessed by the subject; in other words, the embedded subject
is not a possessor. The agreement on the head noun (or head noun phrase) of the
relative clause has the very same function as the agreement on the participle in its
Turkish counterpart, namely to serve as subject agreement (rather than possessive
agreement).

" It appears, then, that there is no reason for claiming that in Turkmen,
cognitively and perceptually complex and difficult Turkish patterns were
neutralized in favor of "simpler" constructions. Rather, a certain Old Turkic
pattern of relative clauses which would count as "simple", due to its resemblance
to canonical main clauses and its lack of synthetic morphemes, underwent similar,
but not identical, developments in Turkish and Turkmen towards what appear to
be more "complex" constructions.

I draw the conclusion at this point that the historical development of the
grammar of relative clauses in both Turkish and Turkmen cannot be explained by
the proposals in Slobin (1986), and that these diachronic facts that were taken by
him to illustrate and corroborate his principles actually are problematic for those
principles. In concluding this discussion, I now turn to some hypotheses about the
reasons for the developments we saw above that took place in the grammar of
relative clauses in some Turkic languages.

5. Concluding hypotheses. In Turkish (as well as a number of other Turkic
languages), the temporal/aspectual distinctions among certain participles were
neutralized, and some of these nominalization morphemes were used instead to
mark differences in terms of (non-)subjecthood of the relativization target, as
mentioned. In a number of other Turkic languages, the neutralization did not only
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concern temporal/aspectual distinctions, but the number of the morphemes as
well, which was reduced to just one, as appears to be the case with Turkmen.

What is common in both types is an impoverishment in temporal/aspectual
functions, and thus the common innovation is a clearer-cut array of differences
between subordinate and main clauses (contra Slobin's principle 2) as compared
to previous stages of all the Turkic languages. In this sense, Turkic languages do
become more similar to Indo-European languages, i.e. the subordinate clause is
clearly marked by means of overt markers and is thus set apart from the main
clause, and subordinate clauses have different syntactic properties from those of
main clauses. However, this is achieved not by means used in Indo-European (i.e.
by free subordination morphemes), but by "Turkic" means, i.c. by nominalization
(and case) suffixes (contra principle 1).

It appears, then, that neither principle 1 nor principle 2 is explanatory in its
current form and needs to be refined.

The fact that the diachronic developments in complementation and
subordination structures in Turkic, driven (so I claim) by the necessity to
introduce clear distinctions between root and subordinate clauses, are very natural
and led to stable and morphologically transparent syntactic states is shown by the
fact that, despite very strong and politically enforced Arabic and Persian
influences (e.g. right-branching structures, non-affixal complementizers, finite
subordinate clauses) during the Ottoman centuries, Turkish still exhibits primarily
Turkic properties in its syntax of subordination. The distinctions between
"subject” and "non-subject"” relative clauses are robust. Consequently, whatever
changes towards Indo-European forms of subordination are found in the Turkic -
languages spoken in the formerly Soviet areas must, to a large part, be due to
political (and perhaps socio-economic) pressures and cannot (exhaustively or
even primarily) be explained by "deep-seated tendencies in Turkic, going back to
the earliest records” (Slobin 1986:282). If so, the acquisition facts in Turkish (as
claimed to be contrasting with those in the Indo-European languages) remain
unexplained and must be investigated anew.’

Abbreviations

ACC  Accusative
AN  Subjunctive gerund (=action nominal)

AOR  Aorist
DAT Dative
FG  Factive gerund
FUT  Future

GEN  Genitive

NEG Negation

NOM Nominative

OP  Object participle (=FG: Factive gerund)

P Participle
PERFP Perfect participle
PL  Plural

PST Past

SG  Singular

Sp Subject participle
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*I would like to thank the participants of the Berkeley Linguistic Society for their
questions and comments. I am particularly grateful to Dan Slobin for his
comments after the presentation of this paper, and to Claus Schonig and to Karl
Zimmer for enlightening discussion. I also thank the various funding sources
within Syracuse University for their travel support which made the presentation of
this paper possible.

'This does not mean that I attribute this point of view to the current thinking of
Dan Slobin. As a matter of fact, he has informed me that he now thinks differently
about the relationship between first language acquisition and historical change. In
this paper, my main objective was not to criticize Slobin; however, since his work
is exceptional in having clearly articulated concrete and specific proposals
concerning the relationship between acquisition and diachrony, I addressed some
of the claims he made due to their general interest.

*This is only a rough generalization. There are some additional factors that also
contribute to the choice of the particular pattern of relative clauses. For more
detailed discussion and attempts at explaining the criteria governing the choice of
the different patterns of relative clauses, the reader may consult a number of
works that have addressed this issue; e.g. Barker, Hankamer & Moore (1990),
Dede (1978), Hankamer & Knecht (1976), Kornfilt (1997), Zimmer (1987 and
1996). For our present purposes, the rough characterization of the two patterns
given in the text will suffice.

’T have chosen the designation "OP" whenever the target of relativization is a non-
subject. In Modern Turkish, whenever the subject relativization pattern is used in
such an instance, the participle must bear a passive marker. None of the following
examples exhibits the passive marker, thus justifying the designation "OP" in the
instances it was used and where the translation appears to suggest application of
passive. Note that the translations (which, in most instances, I took from the
secondary sources noted with the examples) are only idiomatic and are not
designed to convey any particular syntactic analysis. Note also that Old Turkic
did have a passive morpheme.

“In the following list of examples, the capital letters after the examples designate a
particular monument. KT: Kiil Tigin; TIL: the second monument erected for
Tonyukuk. BK: Bilge Kagan. The designations for the directions (i.e. E: East, N:
North, S: South) refer to the various faces of the monuments. Finally, the numbers
after these letters refer to the lines.

sIn this context, it is interesting to note that some recent acquisition studies report
results that are surprising from the point of view of the principles proposed in
Slobin (1986), while being rather expected in the light of the diachronic
developments in Turkic subordination. Somashekar, Foley and Gair (1998) report
that in the course of repetition experiments concerning Tulu, a south Indian
Dravidian language, children were given as stimuli right-branching, fully finite
correlative construction—the relative clause type closest to “"canonical” main
clauses. However, young children would instead utter left-branching, nominalized
relative clauses—structures very similar to the Turkic relative clauses discussed in
this paper, i.e. structures claimed to be cognitively much more difficult. It is
mysterious at this point why Tulu children should be able to acquire such
constructions earlier than their Turkish counterparts, and an evaluation of these
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acquisition facts must await further study. Nevertheless, these facts are
challenging in the light of the discussion presented in this paper.
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The Case of the Noun Phrase in the Finnish Adpositional Phrase:
A Discourse-pragmatic Account

Ritva Laury
California State University, Fresno

It is commonly assumed that adpositions are heads of adpositional phrases and
therefore syntactically govern the form of the noun phrase within the adpositional
phrase (Nichols 1986; Zwicky 1993; Comrie 1989; and many others). In this
paper, 1 will argue that such an assumption is challenged by examination of
adpositional phrases in naturally occurring language. I will present data from
spoken Finnish which show that sometimes it is not plausible to claim that the
case of the noun phrase is determined by an adposition with which it can
nevertheless be said to form, or be intended to form, an adpositional phrase. I will
argue that the case marking of noun phrases within adpositional phrases is
motivated by discourse-pragmatic and semantic factors, while purely syntactic
factors are inadequate to account for the form of the noun phrases in Finnish
adpositional phrases.

1. DATA. My data consist of twenty spoken narratives, some elicited, some
spontaneously told, and eight ordinary conversations between friends, co-workers
and family members (for further details, see Laury 1997). In addition, I have taken
several examples from the Finnish Pear Stories (Chafe 1980), recorded in Finland
in 1984.

2. ABOUT FINNISH ADPOSITIONS. In addition to its rich system of local
cases, Finnish also has both prepositions and postpositions. Postpositions
dominate in the data; 89% (84 out of the 94 total) of the adpositions in the data are
postpositions (cf. Palola 1975 with 82.5% postpositions). Most postpositions co-
occur with genitive NPs (77 out of 84), while prepositions appear mostly with
partitive noun phrases (9 out of 10). Some adpositions occur with either genitive
or partitive NPs, and some occur with NPs in local cases (Suova 1938; Airila
1938; Hakulinen and Karlsson 1979; Vilkuna 1996).

3. NOUN PHRASES WHOSE CASE CANNOT BE GOVERNED BY AN
ADPOSITION. In this section, I will present and discuss data which show that the
case of an NP complement of an adposition cannot always be claimed to be
governed by an adposition. I will first discuss co-constructed adpositional phrases;
then I will discuss what I call independent landmarks, noun phrases which appear
to be intended as, or have potential to become complements of adpositions but are
not accompanied by adpositions; and finally I will discuss adpositions which
appear with noun phrases in more than one case.
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It is very common in ordinary conversational language that two or more
speakers are responsible for a particular grammatical construction; this happens,
for example, when one speaker starts a sentence or phrase and another speaker
finishes it. It is also possible for one speaker to ‘abduct’ part of a construction
produced by one speaker and use it for a new construction different from the
construction it was used for by the first speaker. In example (1) below, a group of
friends gathered together for coffee are discussing where the hostess, speaker EK,
has purchased some of her dishes. This is achieved through a considerable amount
of overlap and other types of cooperative construction.

ey

1 LP Onk 'ndmit niitd ku si olet sielt,
be-Q this-PL 3PL-PRT COMP 2SG be-2SG DEM.LOC-ABL
Are these the ones that you have,

2 EK “Roomasta [tuonu].!
Rome-ELA bring-P.PPLE
brought from Rome.

3LP [Nii] sie[lts,
PTCL DEM.LOC-ABL
From the,

4EK  [Vatikaanin] torilta.
Vatican-GEN market.place-ABL
Vatican market place.

SLP sieltd] torilta.
DEM.LOC-ABL market.place-ABL
the market place.

6 EK [Sielt] nii,
DEM.LOC-ABL PTCL
From the,

7 LP [Nii.]
PTCL
Right.

8 EK Vatikaanin kesi--
Vatican-GEN summer
Vatican summer—



9 Siis se,
PTCL DET/DEM
I mean the,

10 .. eiku=,
NEG-CLTC
no,

11 ..san nyt,
say-2SGIMP now
what is it,

12 'paavin “kesdasunnon.
pope-GEN summer-residence-GEN
of the pope's summer residence.

13 LP Niin 'paavin “Kkeséiasunnon.=
PTCL pope-GEN summer-residence-GEN
Yeah, (of) the pope's summer residence.

14 EK =Vieres siel oli se,
next.to-INE DEM.LOC-ADE be-PST DET/DEM
Next to [the pope's summer residence] there was the,

In line 2, in response to the question begun by LP in line 1, EK completes LP's
clause by saying that the dishes were brought from Rome. In line 4 she specifies
further that they come from the Vatican marketplace. In 6-11 she initiates further
specification, and the NP paavin kesdasunnon 'the pope's summer residence-GEN'
in line 12 appears strongly to be intended as a repair of the NP Vatikaanin in line
4, which functions as a genitive modifier of rorilta ‘from the market place’. After
LP repeats the NP in line 13, my interpretation is that EK abducts this NP and
uses it as a complement of the postposition vieres which LP produces in line 14.
Since the genitive case of this noun phrase is motivated by the fact that it is
functioning as (a repair of) a genitive modifier, it does not seem possible to claim
that the postposition vieres in any way governs or detemines the case of the NP
with which it can nevertheless be said to form an adpositional phrase.
Furthermore, there are also occasions when speakers produce a genitive
NP without any accompanying adposition or noun phrase. In these cases, the
independent genitive ordinarily functions as a landmark (O’Dowd 1994), while
the relational element, the pathway, which the adposition would have provided, is
missing. It is not always easy to know how to interpret the noun phrase in terms of



153

providing the 'missing’ element. It is also not clear whether listeners experience
any difficulty in understanding what was meant. Consider the following example,

where several speakers are discussing a particular location in the archipelago
outside the town of Turku.

@)

1IW Ja sit vast [se “Naan]talin aukko on sen [toisen],
and then only DET N.-GEN gap be-PRES DET-GEN other-GEN
And then the Naantali gap is (*) the other,

2LP  [Nii]
PTCL
Right.

3JS [<X'Nii eikd seX>]
PTCL NEG-CLTC DET/DEM
Right, and it doesn't
4LP Nii.
PTCL
Right.

5IW .. saaren,
island-GEN
island's,

6 siin on semmonen [“toinen] saari sit [siin],
DEM-INE be-PRES such other island then DEM-INE
then there's another island there,

7LP [Joo]
PTCL
Yeah.
8 [Joo.]
PTCL
Yeah.

9IW .. koht siin ~Sirkiin saaren,
soon DEM-INE S.-gen island-GEN
soon (*) Sirkki island,

10 ... ettippii siitid [sit).



ahead DEM-ELA then
ahead from there.

11LP [Ni=i.]
PTCL
Right.

In this excerpt, speaker IW produces two genitive noun phrases without a
following noun or adposition, one in lines 1 and 5 and the other in line 9, but
although it could be argued that something was omitted, it is difficult to say what.
Either a postposition or a local case noun phrase would be syntactically possible
here, although it is easier to imagine postpositions filling in the slot. However, the
other speakers seem to be able to comprehend her message and do not ask for
clarification; the backchannel responses joo and nii can be taken as an indication
that the addressee(s) are comprehending the message (Sorjonen 1997).

It is my view that what the speaker is doing here is providing a landmark;
that is, she is indicating that the Naantali gap can be located by locating se toinen
saari ‘the other island’ and Sdrkdn saari ‘Sérkka island’, which she presents as
identifiable to her addressees by using the determiner se (Laury 1997). However,
when she produces these noun phrases, she does not provide a pathway; in other
words, she does not indicate, by supplying an adposition, where the Naantali gap
is located with respect to these landmarks. In my view, in cases like example (2),
it would not be reasonable to argue that the case of the NP was governed by an
adposition which was never produced. Instead, the genitive case here functions to
simply mark the NP as a landmark. We could, of course, assume that the speaker
did have a particular adposition in mind but failed to produce it for some reason.
However, I see no reason to assume so; one piece of evidence that she had not
planned the adposition yet when she produced the noun phrases in lines 1 and 5
and in line 9 is the adpositional phrase in line 10.” The adposition she finally does
produce, ettippdi ‘ahead (from)’ is a preposition, not a postposition, and occurs
with noun phrases in the elative case, not with genitive noun phrases. Thus, I take
data like example (2) as evidence that at the time a speaker produces a noun
phrase intended as a landmark, which has the potential to be followed by a
postposition, the speaker may not yet have planned the identity of a postposition
which may (or may not) follow. This in turn indicates that the case of a noun
phrase within a postpositional phrase may have been determined by other factors;
for example, as in this case, the function of the NPs as identifiable landmarks.

Also look at example (3). This is an excerpt from the Finnish Pear stories.
The speaker has just heard a Pear story and is instructing the teller as to where to
turn in a questionnaire he has been given.
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3

1 ... jos 'taytit ~tan,
if fill-2SG this-ACC
if you'll fill this out,

2ja'annat tuolla “odottavan ‘'henkildn,
and give-2SG DEM.LOC-ADE wait-PRES.PPLE-GEN person-GEN
and give [it to?)/let the person waiting,

3 ... tota,
PTCL

um,

4 ... 'tytolle.
girl-ALL
to the girl.

In this example, tuolla odottavan henkilén 'the person waiting there' is in the
genitive case. At the point it is produced, the speaker has several options. Here, he
could have followed this with a postposition, a noun phrase, or an infinitive
construction. I think this again shows that all genitive noun phrases which occur
with postpositions are not necessarily genitive because of the valency of the
following postposition. Both example (2) and (3) show that at the time the speaker
produces a genitive NP, it is possible that he or she may not have yet planned the
construction the NP will be a part of. In example (2), the speaker provided two
genitive NPs which appeared to be sufficient landmarks for the addressees even
without a path-specifying adposition; when she did produce an adposition, it was
one which appears with noun phrases in a case different than the case of the
carlier landmark NPS. And in (3), the speaker produced a genitive NP but self-
corrected and produced an oblique NP instead.

We have seen two types of constructions which make it difficult to
maintain that the case of an NP complement of an adposition is always governed
by an adposition, constructions where the adpositional phrase is cooperatively
constructed and constructions where the adposition is never produced. Thirdly,
although some Finnish adpositions only occur with genitive NPs and others only
with partitive NPs, some adpositions, such as ympdri ‘around’ and kesken ‘in the
middle of” take both genitive and partitive complements. The case marking of the
complements of this third type of adposition also cannot be governed by the
adposition, but must be determined by some other factors. In the next section, I
will discuss semantic and discourse factors which motivate case marking of NPs
within Finnish adpositional phrases.



4, DISCOURSE-PRAGMATIC AND SEMANTIC MOTIVATIONS FOR CASE
MARKING OF NPS WITHIN ADPOSITIONAL PHRASES. In this section, I am
going to propose that the case marking of noun phrases in adpositional phrases is
motivated by the role played by the referent of the NP in the current discourse and
by semantic factors. I am first going to review research concerning semantic and
pragmatic motivations for case marking in Finnish, and then I will show how the
case marking of NPs in my database can be argued to be motivated by semantics
and pragmatics.

Quite a bit of research on the discourse functions of the Finnish cases has
shown that referents of partitive and genitive noun phrases play quite different
roles in discourse. The partitive case was originally a local case, and even in their
grammatical uses, partitive NPs in discourse still manifest features which are
more characteristic of obliques than grammatical cases. Partitive NPs have been
found to generally occur in contexts of irresultativity, irrealis, negation, partial
affectedness, and low transitivity; they are characterized by a low degree of
individuation and nonreferentiality, and their referents are likely to be non-human
(Helasvuo 1996).

In contrast, one of the prototypical functions of the genitive case is the
expression of ownership and part-whole relationships, and more than a third of all
adpositions which occur with genitive noun phrases (and more than half of such
constructions which express location) are thought to originate from constructions
where the genitive noun phrase expressed the whole and the emerging
postposition expressed the part (Jaakola 1997). In addition, Huumo and Inaba
(1997) argue that the historical origin of the genitive case in Finnish is not
adnominal, but rather a lative case which later developed into a dative. In this
function, Huumo and Inaba suggest that its function was one of possession, and
that the referents of the genitive noun phrases in these constructions were
exclusively animate and predominantly human.

If we compare the partitive NPs in the adpositional phrases in my data to
the genitive NPs, quite a few differences emerge. The referents of the partitive
NPs are more likely to be new, less likely to be identifiable, less likely to be
subsequently mentioned, and much less likely to have human referents, than the
genitive NPs within adpositional phrases, which in turn are much more likely than
partitive NPs to have been already mentioned, to be mentioned again, to be
identifiable, and to have human referents. This can be seen in the table below.

Case Total NPs New Identifiable Subs. mentioned Human
PRT 16 9 60% 6 40% 3 13% 17%
GEN 78 2532% 56 72% 34 44% 24 31%

Table 1. Discourse profiles of partitive and genitive noun phrases in adpositional
phrases
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In other words, it can (and should!) also be argued that the partitive and
genitive NPs perform different functions in discourse, and have become
grammaticized (or lexicalized) into use in adpositional phrases which reflect these
discourse functions. For example, as we have seen above, genitive NPs are often
used as landmarks; they also manifest characteristics suitable for such a function,
such as identifiability. Recall that the landmark NPs in example (2) were
explicitly marked for identifiability; the genitive NP in example (1) was also used
as a landmark, and constituted the second mention of that NP in the discourse. On
the other hand, as is typical of nonreferentials and other types of nominals with a
low degree of individuation, nominals in the scope of negation and other types of
irrealis, partitive NPs in my data are likely to be new, not likely to be
subsequently mentioned, and much less likely to be identifiable to the addressee
than are genitive NPs.

Further, if we examine pairs of adpositions which appear with genitives
Vs. partitives, it turns out the semantic differences between them are reflective of
the kinds of differences which showed up in the comparison of partitive and
genitive noun phrases above. Thus the adposition kanssa 'with', which implies
existence (realis), occurs with genitive noun phrases. Eleven out of the 21 uses of
kanssa had human noun phrases as objects, and two others which were animate.
In contrast, i/man 'without', which implies nonexistence (irrealis), occurs with
partitive noun phrases; there were only two uses of ilman in my database, but both
had nonhuman referents. Jilkeen 'after' implies existence and occurs with genitive
noun phrases, while ennen 'before' which implies nonexistence, occurs with
partitive noun phrases. Adpositions which imply contiguity and containment (a
high degree of affectedness), such as halki ‘across', ldpi ‘through!, sisdlli 'inside’,
and kohdalla ‘at' occur with genitives, while adpositions which imply
noncontiguity, noncontainement or opposition (and thus a lower degree of
affectedness), such as kohti 'towards' Dpitkin 'along' and vasten 'against', occur with
partitive noun phrases.

With those adpositions which occur with both genitive and partitive noun
phrases, the variation between the cases manifests predictable semantic
differences. Thus ympiri 'around' occurs with both genitive and partitive noun
phrases. With a genitive noun phrase, as in kaupungin ympdri 'around the town', a
complete circle, or containment (total affectedness) is implied; however, in
ympdri kaupunkia ‘around town' with a partitive noun phrase, the implication is a
scattered location (partial affectedness) in various parts of the town (Jaakola
1997).

Similarly, in my data, two different forms of the adposition pddssd/sti
‘at/from the end (of)' are used by the same speaker twice within one narrative,
once with a genitive noun phrase and another time with a partitive noun phrase.
The speaker is foxhunting on a mountain, and is disturbed by woodcutters:



)

..Sit tul pari “hevosmiesti sit,
Then come.PST couple horse-man-PL-PRT then
Then a couple of men came with horses,

..'rantaan vield ja,
shore-ILL still and
to the shore and,

...tulivat mettih,
come-PST-3PL forest-ILL
and they came into the forest,

.halkoi hakemah sielt.
firewood-PL.PRT fetch-3INF-ILL DEM.LOC-ABL
to get firewood from there.

..Vuoren péisti.
mountain-GEN end-ELA
From the end of the mountain.

In this example, the location referred to by the adpositional phrase is viewed as
contiguous; it is near to the speaker and accessible to him in that he can hear the
woodcutters. The hunter is disturbed about the noise the woodcutters are making,
and starts walking away. It then occurs to him that he should go to the other side
of the mountain where he knows of a foxwallow.

(5

ja muistin,

and remember-PST-1SG
and I remembered (that)

heill onsiel toises pads vuorta,
3SG-ADE is DEM.LOC.ABL other-INE end-INE mountain-PRT
they have at the other end of the mountain

sellai kivi,
such rock
this rock,

This time, the speaker uses a partitive noun phrase vuorta with the adposition
pidssd (which is modified by the adjective toises). The other end of the mountain
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is not near the speaker or accessible to him in the way that the end of the
mountain referred to in example (4) is; the speaker is currently at the end
mentioned there, but not at the end mentioned in example (5) above. It is
interesting that while only the genitive is possible with pddssd, both genitive and
partitive are possible with roises(sa) pdds(sd). Thus the choice of cases used with
adpositions is sensitive to both semantic features (the other side, vs. just the side)
and pragmatic features (how a particular referent is being viewed, in terms of its
current accessibility to the speaker).

CONCLUSION. I have presented evidence which indicates that the form of an NP
within an adpositional phrase is not just syntactically governed by the adposition,
but is instead strongly motivated by discourse-pragmatic and semantic factors. I
did this by first presenting data which showed that in naturally occurring language
it is not always possible to claim that the form of an NP is governed by an
adposition with which it can be said to form an adpositional phrase, since speakers
abduct NPs which were originally functioning in some other type of grammatical
function. They also sometimes produce NPs which appear to have been planned
as complements of adpositions before the identity of the adposition is planned.
Further, some adpositions take complements in more than one case.

I then discussed earlier studies which have investigated the discourse
functions of the partitive and genitive case, and showed that the discourse profiles
of NPs within adpositional phrases in my data are consistent with the findings of
the earlier studies. I also showed that the semantics of the adpositions which occur
with partitive vs. genitive NPs are consistent with the kinds of meanings partitives
and genitives tend to express. I conclude that partitive and genitive noun phrases
perform distinctly different functions in discourse, and to the degree that they
have become grammaticized into use with particular adpositions, the case
assignment is a result of, and still transparently reflects, these discourse functions.

NOTES
1. * indicates the word with the primary stress in that intonation unit.
2. It is not entirely clear whether etfippdi siitd is an adpositional phrase; it could

also be considered an adverbial phrase. The distinction between adverbs and adpositions
in Finnish is a continuum, nota strict dividing line (Airila 1938; Hakulinen and Karlsson
1979:154; Vilkuna 1996:46).
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Anar ‘Go’, Donar ‘Give’, and Posar ‘put’: Shift Verbs in Catalan’

Roser Morante and Gloria Vézquez
Universitat de Barcelona Universitat de Lleida

1. Introduction

The main aim of this article is to prove the consistency of the semantic class of shift
verbs. It has been developed as part of a wider project of semantic classification of
Catalan verbs. The project is framed in the lexical semantic theoretical approach
and it takes as a starting point the work by Beth Levin English Verb Classes and
Alternations (1993). Levin’s work proposes a large-scale classification of English
verbs. Except for a few examples (Marti e al. 1997 and Viazquez and Marti 1998),
Catalan verbs have not been examined from this perspective.

The classification of English verbs carried out by Levin is founded on the
hypothesis that syntax and semantics are closely related, so that verbal classes not
only share a basic meaning, but also show the same syntactic behavior. However,
her initial assumptions are not always maintained: some classes are delimited
following a semantic field criterion, only and do not always present an accurate
syntactic-semantic uniformity (Castellén et al. 1998). As a matter of fact, Levin
does not prove that verbs belonging to the same verbal class share the same
meaning components, since no meaning components are defined for each verbal
class. It is also not indicated which syntactic alternations are accepted by all the
members of the larger classes.

We attempt to resolve these inconsistencies in the following way. Firstly,
we start with a higher level of semantic abstraction. We establish a set of meaning
components, capable of defining the classes. Secondly, we do not consider that
verbal classes, even sharing the same meaning components, must necessarily show
a fine-grained syntactic homogeneity. Obviously, the results we obtain under these
assumptions differ from Levin’s, although her hypothesis will be maintained: the
analysis of the shift verb class will prove that verbs sharing the same basic meaning
components show a common syntactic behavior.

In the following section the shift class will be outlined and its meaning
components will be defined. Later, meaning components (section 3), realization of
meaning components (section 4) and syntactic behavior (section 5) will be analyzed
in detail.

2. The shift verb class

The shift class is defined as the group of verbs whose basic meaning expresses an
event in which an entity shifts from a source to a goal through a path. In general
terms, the verbs of this class, whose representative members would be donar ‘to
give’, posar ‘to put’, and anar ‘to go’, denote change of possession, change of
location, and movement. In the following schemes A refers to the originator, B to
the entity, and C to the path:



1) a. someone (A) gives something (B) to someone (C)
b. someone (A) puts something (B) somewhere (C)
c. someone (A/B) goes from one place to another (C)

The concept of shift adopted here is similar to Ikegami’s motion (1973).
This author considers that movement can occur with an abstract entity. However,
shift differs from Ikegami’s motion in two respects: firstly, Ikegami’s motion
includes verbs of change of state among the verbs of motion, while shift does not.
Secondly, kegami’s motion does not include either verbs expressing movement of
a part of an entity, or verbs expressing movement of an entity when the entity
remains in the same place (estirar ‘to stretch’ or sacsejar ‘to shake’).

- In addition to kegami’s, we have considered Talmy’s conception of motion.
We differ from Talmy in the semantic elements he defines for motion predicates,
which are: the abstract predicate of motion, the moving entity (figure), the reference
point (ground), and the path of the motion with respect to the ground. For us the
abstract predicate of motion is a cognitive image. Motion is conceived at an
abstract level as the product of a combination of semantic components, so that it is
not conceived as simply one element of the event.

Motion verbs have also been analyzed by Jackendoff (1976, 1983, 1990).
He establishes two groups of verbs as a result of the application of the functions
MOVE and GO. We unify both groups of verbs, although, at the same time, we
exclude some members of each group. Regarding the function MOVE, we put apart
verbs like to laugh and to snooze. From our point of view, for a predicate to belong
to the shift class, it is necessary that it expresses that an entity moves, not as a
secondary effect, but as the main event activity. Concerning the function GO,
Jackendoff uses it to define prototypical verbs of motion (anar ‘to go’), of change
of possession (donar ‘to give’), and of change of state (barrejar ‘to mix’). In our
classification, verbs of change of state do not belong to the shift class.

A list of Levin’s classes that have been included in the shift verbs is to be
found in the appendix. We have taken these classes as a reference, but not all the
verbs belonging to them have been classified under the shift class. Most of the
verbs excluded belong to the change of state class. An example are groups (9.7),
(9.8), (9.9), (10.6), and (10.7), which contain verbs of the type emblanquinar ‘to
paint white’ or omplir ‘to fill’:

2) a. El pintor emblanquina la paret (the painter paints_white the wall)
b. El ciclista omple una ampolla d’aigua (the cyclist fills a bottle with water)
c. Elciclista posa aigua a ’ampolla (the cyclist puts water into the bottle)

Levin includes these verbs (2a, 2b) in the same classes as the verb posar ‘to
put’ (2c). She applies criteria which differ from Jackendoff’s or Ikegami’s. Levin
claims that these verbs express the physical movement of an entity A to a place B,
(in the case of paint_white, the white paint A moves to the wall B). As we see it,
these verbs do not focus on the change of location of entity A, but on the change of
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state of the final location of entity B (the wall becomes white)2. Thus, the meaning
of change of state verbs always focuses on the final state of the entity (Fernéndez et
al. 1998), whereas in shift verbs it focuses exclusively on the change of location.
Our proposal is that (2¢) is an example of a shift verb, but (2a) and (2b) are not.

3. Meaning components of shift predicates

Meaning components are the semantic units on the basis of which a verbal class is
defined. Two kinds of components are differentiated: basic and secondary. The
combination of basic components defines a semantic class. Secondary components
may complete the meaning of a semantic class, but do not define it. Each of the
components has its own way of being expressed (section 4).

3.1. Basic meaning components

Verbs belonging to the shift class share three meaning components: entity, path,
and originator. They are related in the following way: the entity moves along a
path, its movement being originated either by another entity or by the shifting entity
itself (in this case originator and shifting entity do coincide).

® Entity: the element that shifts. In change of possession verbs it corresponds to the
possessed object (3a), in motion verbs to the entity which moves (3b, 3d), and in
verbs of change of position, to the object which changes its location (3c):

3) a. El Robert va vendre un compact al seu amic
(art. Robert aux. sell_inf a CD to his friend)
b. El tren va de Madrid a Barcelona via Saragossa
(The train goes from Madrid to Barcelona through Saragossa)
c. La grua va portar el cotxe fins al taller
(The tow_truck aux. bring_inf the car to the garage)
d. L’aigua va arrossegar els cotxes dos metres
(The water aux. drag_inf the cars two meters)

* Originator: the entity that initiates the movement. Although it is usually
represented by a human entity, there are also cases in which the originator is an
object (la grua in 3c) or a natural cause (/ ‘aigua in 3d).

e Path: the distance, abstract or real, traveled by the shifting entity. In change of
possession verbs the distance covered is from one possessor to another (3a), in
verbs of change of position, from one position to another (3¢), and in motion verbs,
from the point where the movement begins to the point where it ends (3b, 3d).

The path component is divided into three subcomponents: source
(path_source) -the initial point of the distance (de Madrid in 3b), goal (path _goal) -
the final point (a Barcelona in 3b), and intermediate (path_intermediate) — any
point or distance between the source and the goal (via Saragossa in 3b). The
realization of one of the subcomponents suffices for the realization of the path
component as a whole. '



3.2. Secondary components

Time, place, manner, and instrument are the secondary components. Since they do
not define the shift verb class, they will not necessarily be expressed, either
lexically or syntactically. One or the other will appear according to the type of
predicate. They can be found in most other verb classes as time, place, and manner
are concepts that underlie any verbal expression: all action happens in a concrete
moment, place, and manner, which can be more or less specified in the predicate
(Castellén et al. 1998).

e Time: either the moment when the entity travels over the path (4a) or the duration
of the movement (4b). It is especially related to some motion verbs, perhaps for
cultural reasons. Verbs like sortir ‘go out’, arribar ‘arrive’ have a closer relation to
time than other verbs:’

4) a. La Maria arriba a les 9 en punt (art. Maria arrived at art. 9 o’clock on point)
b. La Maria camina durant dues hores (art. Maria walked for two hours)

e Place: location where the movement happens. In the case of shift verbs it may
appear conflated in the verb (5a) expressing a physical environment (air, sea) or it
may be incorporated in the form of a syntactic constituent (5b):

) a. El president va volar al Jap6 (The president aux. fly_aux. to Japan)
b. El petroli es transporta per mar (art. oil pron. transports by sea)

e Manner: it can refer to two concepts: (i) Manner in which the displacement of the
entity is carried out. This component is conflated in certain verbs of change of
position (6a), motion (6b), and change of possession (6¢):

(6) a. L’atleta va llangar la javelina dos metres més enlla
(The athlete aux. throw_inf the javelin two meters more far)
b. La gent es va precipitar cap a la sortida
(The people pron. aux. rush_inf to to the exit)
c. L’estat va confiscar les propietats al politic
(Thestate aux. confiscate_inf the properties from_the politician)

(ii) Form which the shifting entity acquires after the displacement. Some verbs of
change of position conflate it: 4

©) a. El vent va escampar els fulls (The wind aux. scatter_inf the leaves)
b. El bibliotecari va apilar els llibres (The librarian aux. pile_inf the books)

Both types of manner can also be expressed syntactically or be left unspecified.
e Instrument: means by which the entity moves. It is usually expressed in predicates
of motion, lexically (8a) or syntactically (8b):

8) a. El Jordi va esquiar fins al poble (art. Jordi aux. ski_inf to the town)
b. El Jordi sempre viatja amb autobiis (art. Jordi always travels by bus)
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4. Realization of meaning components

The basic meaning components (entity, originator, and path) can be realized in the
predicate by several means: they might appear as verbal arguments, lexicalized or
incorporated (Talmy 1985), focused (Ikegami 1988), or understood (Fillmore
1986). Each of these cases will be treated separately for each component.

4.1. Argument realization

This section deals with the syntactic realization of meaning components. There are
two types: simple and complex. In the simple type, each argument is related to a
meaning component (3c). In the complex, three cases are distinguished: (i) An
argument can be related to two components. In (3a) EI Robert is both originator and
path_source -in which case we will say that the components are coindexed. (ii) Two
or more syntactic constituents might belong to the same meaning component. In
(3b) each of the two PPs expresses one of the subcomponents of the same
component. (iii) Two syntactic constituents might belong to the same meaning
subcomponent. In (15) both PPs refer to the same semantic subcomponent®.

o Entity: the entity may appear coindexed with the originator component in verbs of
position (9a) and verbs of motion (9b), when the entity that shifts moves
autonomously. When the entity and the originator are coindexed, the entity always
has the subject function (9a, 9b). If the originator and the entity are realized in
separate syntactic constituents (9c), the originator has the subject function and the
entity the object function:

(€)) a. La nena s’ha assegut a la cadira (The girl pron.aux. sit_part on the chair)
b. El grup va sortir a I’escenari (The band aux. come_out on the stage)
c. El jurat dona un premi a I’escriptora (The jury gave a prize to the writer)

® Originator: has the subject function in transitive constructions. The originator
and the shifting entity may be coindexed in verbs of autonomous motion. In verbs
of change of position and nonautonomous movement the originator is never
coindexed with the entity:

(10) El botiguer va posar les llaunes a la lleixa
(The shop_assistant aux. put_inf the cans on the shelf)

In change of possession verbs the originator is frequently coindexed with a
subcomponent of the path. Thus, in some verbs of reception of a possession (11a)
the originator is coindexed with the path_goal, since it causes the entity to go to the
recipient and in verbs of releasing of a possession (11b), the originator is coindexed
with the path_source, since the originator causes the entity to go from a source to a
goal:

an a. El lladre ha robat el quadre del museu
(The thief aux. steal_part the picture from_the museum)



b. L’empresa exporta productes al Brasil
(The firm exports products to_the Brazil)

e Path: in motion verbs the path can appear expressed in only one constituent. It
will never have the subject function and its content might be expressed in different
ways: with a noun phrase whose head expresses a physical entity referring to the
total distance (12a), or with a noun phrase expressing the displacement in terms of
surface measures (12b):

12) a. El nedador creua la piscina (The swimmer crossed the swimming pool)
b. El corredor va cérrer dos quilometres  (The runner aux. run_inf two kilometers)

Furthermore, each path subcomponent can be realized in separate phrases in motion

verbs (13a), verbs of change of position (13b), and verbs of change of possession
(13c¢):

(13) a. Els nens van anar del campament (source) fins al cim (goal) pel refugi (int.)
(The boys aux. go_inf from_the camp to_the top through_the cabin)
b. El professor va portar I’ordinador de casa seva (source) al despatx (goal)
(The teacher aux. take_inf the computer from home his to_the office)
c. El propietari (source) va llogar el pis a uns estrangers (goal)
(The landlord ux. rent_inf the apartment to art. foreigners)

A path subcomponent has the subject function only when it coincides with
the originator. This happens in verbs of change of possession (El propietari in 13c).
When it does not coincide with the originator, it is frequently expressed by a
complement introduced by a preposition (13a, 13b and a uns estrangers in 13c). In
verbs of change of possession this PP is optional (13c). In motion verbs and verbs
of change of location the PP must sometimes be present (the absence of the path
goal in (14a) and (14b) produces an ungrammatical sentence).

As for the sentences where not all the path subcomponents are expressed,
while most verbs of change of position do not accept the specification of the
subcomponent not expressed (path_source in 14a), some verbs of motion do
(path_source in 14b):

(14) a. El Sergi ha ficat Iabric (de la cadira*) (a ’armari)*
(art. Sergi aux. put_part the coat (from the chair*) (in the wardrobe)*)
b. El Sergi ha anat (de Lyon) (a Paris)* '
(art. Sergi aux. go_part (from Lyon) (to Paris)*)

A last case of realization of the path component is that in which a
subcomponent is expressed in two constituents, so that it is underspecified. In (15)
a la Maria a Barcelona expresses the path_goal subcomponent:

(15) El Joan va enviar una carta a la Maria a Barcelona
(art. Joan aux. send_inf a letter to art. Maria to Barcelona)



167

4.2. Lexicalization and focalization

Lexicalization is a phenomenon by which a lexical item incorporates a meaning
component (incorporation). This phenomenon might frequently correspond to a
morphological process that consists of the derivation of a verb from the noun being
lexicalized (the verb ensacar ‘to put in a bag’ (16a) comes from adding two affixes
to the noun sac ‘bag’).

Neither the shifting entity nor the originator is lexicalized in any of the shift
verbs. The path can be lexicalized in many change of position verbs (16a) and in
verbs of assuming a position (16b). In all of these cases what is lexicalized is the
path_goal:

(16) a. El pages ensaca les patates (The farmer put_into_bags the potatoes)
b. El pacient va allitar-se (The patient aux. took_to_his_bed_inf)

Focalization is what affects verbs like anar ‘to go’ or deixar ‘to leave’. In
these cases a subcomponent of the path is semantically profiled (path_goal and
path_source, respectively). This kind of verb includes information about the
boundaries of the path, which is not present in other shift verbs, like caminar ‘to
walk’, where a path is simply understood.

The application of a different treatment in the cases of focalization and
lexicalization is justified not only from the morphological point of view, but also
by the syntax: those verbs lexicalizing a component can not express it syntactically,
unless it is underspecified (17a) (Taulé 1995), while in the cases of focalization, the
focused element is often compulsory (17b), except for the examples of deixis, in
which it can be ignored (see section 4.3):

(¢¥)] a. El pages va ensacar les patates a un sac (gran)*
(The farmer aux. put_into_bag_inf the potatoes into a bag (big)*)
b. El paggs va treure les patates (del sac)*
(The farmer aux. take_out_inf the potatoes (from_the bag)*)

4.3. Underspecification

This section treats those cases in which the meaning components are not specified
at the surface level. Three main circumstances are observed in which this happens:
(A) the interpretation of that component is generic. (B) The context allows the
recovery of the unexpressed content, be it (B.1) either because the constituent has
been cited in the previous discourse (linguistic context) the information is known to
the speaker (social and particular context), or (B.2) because of deixis (spatio-
temporal context). (C) In the case of subcomponents, however, it happens that
some of them have to be necessarily understood (in A and B the underspecification
is optional).



e Entity: only a very reduced number of verbs admit its underspecification. They
are change of possession verbs with cognate object (type A):

(18) La gent jove compra a botigues barates (The people young buy in stores cheap)

e Originator: it can only be understood in intransitive verbs (in anticausative and
passive alternations) (19b) and in some verbs of reception of possession (20):

(19) a. La ventada ha desplagat el cotxe (The gale aux. displace_part the car)
b. Els cotxes s’han desplagat (The cars pron. aux. displace_part)
(20) L’inversor va recuperar les accions (The investor aux. recover_inf the shares)

In (19b), the meaning component which is not syntactically realized can

either be recovered by the context (type B1) or can be understood in a generic way
(type A). In (20) the reading is ambiguous. In one interpretation, the phrase
occupying the subject position refers to the originator of the action (argumental
realization), while in the other, the action can be originated by another agent (type
A or Bl).
e Path: many shift verbs admit underspecification of the path, although there are
exceptions. Some verbs can leave all but one of the path subcomponents
unspecified. Among these are change of possession verbs (type A or B1), where
either the source_path (21a) or the goal_path (21b) usually coincides with the
originator in subject position:

21 a. L’agéncia vengué el pis (a la Laura) (The agency sold the flat to art. Laura)
b. La Laura compra el cotxe (al Joan) (art. Laura bought the car from_art. Joan)

As previously mentioned (section 4.1), some verbs from the change of location and
motion groups require the presence of one of the subcomponents and do not accept
the expression of the others (14). In other cases the path component might be left
unspecified, both when it is expressed in a single constituent (22a, 22c) and when
expressed in more than one (22b) (type A or B1):

22) a. El nen va creuar (el carrer)
(The boy aux. cross_inf the street)
b. El cami6 arrossega el cotxe (des del mi<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>