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LETTER FROM THE EDITORS

Dear colleagues,

Depending on how precise one wants to be, the Proceedings of the Twenty-fifth
Annual Meeting of the Berkeley Linguistics Society is the final or penultimate
volume of this millennium. Either way, it is our pleasure to present the silver
anniversary volume of the Proceedings of the Berkeley Linguistics Society. We
hope that you enjoy reading this volume even more than we enjoyed preparing it.

This volume consists of papers from the General Session and Parasession of the
Twenty-fifth Annual Meeting of BLS. The General Session includes papers on all
areas of linguistic interest, while the papers from the Parasession on Loan Word
Phenomena address various theoretical, historical, sociolinguistic, and typological
perspectives. Parasession topics include stratification of the lexicon, loan word
subgrammars, re-lexification, markedness effects, bilingualism, and code-
switching.

We would like to thank the contributing authors, in particular, our invited
speakers: Ellen Broselow, Garland Cannon, Carol Fowler, Junko Ito & Armin
Mester, Stephen Levinson, Bjorn Lindblom, and Alec Marantz. BLS depends on
the involvement of the Berkeley linguistics community, especially that of the
graduate students. We are grateful for their support. Special thanks go to
Benjamin Bergen, Madelaine Plauché, Jeff Good, and Alan Yu. Finally, we would
like to thank the linguistics community at large for your continued interest and
support.

Steve S. Chang
Lily Liaw
Josef Ruppenhofer

Berkeley, September 1999
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Argument structure and animacy restrictions on anaphora’

ASH ASUDEH
Stanford University

1. Introduction

This paper presents a new constraint, the Antecedent Closeness Constraint (ACC),
which unifies the binding properties of control, Super Equi-NP constructions, pic-
ture NPs, and anaphors as specifiers of NPs (in English). The focus will be on
the last three cases, which share the property of containing an anaphoric element
that is exempt from binding theory (see section 4 for examples of the data under -
consideration).? The formal theory I am assuming is Head-driven Phrase Struc-
ture Grammar (HPSG; Pollard and Sag 1994), with the version of binding theory
presented in Asudeh (1998) and briefly reviewed below.

The ACC formalizes the following facts about the antecedents of these anaphors:
1) animacy of antecedents matters for these constructions; 2) order also matters: any
nonexpletive nominal ¢ that commands an anaphor 3 can be an antecedent for 53,
so long as no animate potential antecedent + is closer to § than « is; 3) this in effect
sets up a chain composed of potential antecedents and having the anaphor as its tail:
((animate), inanimatex, anaphor).

The presentation is as follows: in section 2, I quickly review some relevant
HPSG binding notions; section 3 presents the ACC; finally, section 4 shows the
application of the ACC to the data.

2. A brief review of HPSG’s binding theory

The binding theory assumed here is stated in terms of the obliqueness of a head’s
arguments, which are represented on an argument structure list (ARG-ST). As dis-
cussed in Asudeh (1998), ARG-ST is treated as a head feature, which means it will
be passed from head daughters to mothers via the Head Feature Principle (Pollard
and Sag, 1994). Obliqueness follows a hierarchy, with subjects as least oblique,
and this is assumed to be universal: subject < primary object < secondary obj. <
obliques < verbal/predicative complements.

The binding principle that applies to anaphors is Principle A, which states that
“a locally [a]-commanded anaphor must be locally [a]-bound™® (Pollard and Sag,
1994: 254). Here anaphor is read to be the type of the nominal’s CONTENT, and
it has the subtypes reflexive and reciprocal. Crucially, due to the wording of this
principle, anaphors that are not locally a-commanded are exempt from binding. It
is precisely these anaphors that the ACC deals with.

The notions of command required are:

(1) A-Command:
Let Y and Z be synsem objects, with distinct LOCAL values*, Y referential.




Then Y a-commands Z just in case either:

1. Y is less oblique than Z; or

ii. Y a-commands some X that has an ARG-ST containing Z.
(Asudeh, 1998: 40, (3.1))

(2) Local A-Command:
Let Y and Z be synsem objects, with distinct LOCAL values, Y referential.
Then Y locally a-commands Z just in case:
i. Y is less oblique than Z;
(Asudeh, 1998: 40, (3.2))

Finally Y (locally) a-binds Z if and only if Y and Z are coindexed and Y (locally)
a-commands Z. Otherwise, Z is (locally) a-free.

3. The Antecedent Closeness Constraint

The ACC is based on the Intervention Constraint (IC)®, which was first discussed
with respect to ‘Super Equi-NP Deletion’ (Grinder, 1970; Jacobson and Neubauer,
1976). This construction contains an anaphoric relation between a noun phrase con-
troller and the unexpressed subject of a gerund or infinitive. In the examples I mark
the position of the understood subject with ‘PRO’®, but this is only for presenta-
tional purposes.”

(3) a.  Chrystale; claimed [that [PRO; smearing herself with mud] was fun].
b.  Gonzo; said [that it was difficult [PRO; to satisfy himself]].

I bave used reflexives in these examples to accentuate the anaphoric relationship
between the matrix subject and the understood subject of the gerund or infinitive.

Grinder (1970), who was the first to discuss these constructions in detail, noticed
that not all instances of Super Equi-NP are grammatical, as exemplified by the
following sentences which are highly similar to those in (3).

(4) a. *Chrystale; claimed that Craig said [that [PRO; smearing herself with
mud] was fun].

b. *Gonzo; said that Chrystale complained {that it was difficult [PRO; to
satisfy himself]].

The ungrammaticality of these sentences stems from the inclusion of an NP closer
to the anaphor with which it cannot agree. Similarly, if we were to change the
anaphors in (4a) and (4b) to himself and herself respectively, the sentences would
be grammatical, albeit with different construals. This led Grinder (1970: 302, (23))
to observe that Super Equi is subject to the following constraint:

(5) The Intervention Constraint (first version)
Super Equi-NP deletion between NP* and NP®? is blocked if there exists a
possible controller NP° in the deletion path.




Since Grinder’s analysis was transformational, he defined ‘being on the deletion
path’ of two NPs as intervening between them (in terms of linear order) at the point
that the deletion transformation applies.

Jacobson and Neubauer (1976) observed that the Intervention Constraint seems
to hold for picture NPs, too:

(6) a. John; thought that a picture of himself;/herself;® was given to Mary;.
b.  John; thought that Mary; was given a picture of *himself;/herself;.
(Jacobson and Neubauer, 1976: 435, (17a-b))

In sentence (6a), John can serve as the antecedent of himself, but in sentence (6b)
this antecedent-anaphor relationship is blocked by the presence of the intervening
NP Mary.

Pollard and Sag (1992, 1994) take the position that the IC is a “processing based
factor that interacts with grammatical constraints in such a way as to render unac-
ceptable a family of sentences that are otherwise grammatical” (1994: 269). How-
ever, they do not provide any evidence for the claim that the IC is a processing
constraint. As such, it is just as reasonable to say that it is in fact a grammati-
cal constraint. But there is also independent evidence for this. First, processing
constraints can be overcome with practice or through the use of external represen-
tations (e.g. pencil and paper). For example, center embeddings like the following
are assumed to be grammatical but subject to processing constraints.

(7)  The linguist the psychologist the philosopher likes likes likes traces.

For most speakers of English (including linguists) this sentence is virtually indeci-
pherable. However, it obeys the rules of English grammar and it is perfectly gram-
matical. In general, center embeddings become easier with practice, and it is also
much easier to decipher the sentence by writing it down and marking it up. IC vio-
lations do not become better with practice or with the use of external aids to work
them out. Second, it may seem obvious, but processing constraints usually arise
due to processing difficulties. Thus, (7) is especially difficult because the NPs have
to be kept track of and then matched up with the corresponding predicate. Further-
more, the first NP does not correspond to the first verb, but rather to the outermost
one. But, I fail to see what the processing difficulty is in matching an anaphor
with its antecedent in a sentence in which there is only one possible antecedent for
the anaphor. Why should the sentence John thought that Mary was given a pic-
ture of himself be difficult to process when the only possible antecedent is John
and the only other possible antecedent does not even agree with the anaphor? It
seems trivially simple to tell what the antecedent is meant to be, but the sentence is
ungrammatical anyway.

Thus, I take it that there is some evidence for treating the IC as a grammatical
constraint, and no evidence for treating it as a processing constraint. The fact that it



is a grammatical constraint means that the IC should be formulable as a constraint
in HPSG. Of course, Grinder’s definition of the IC does not make sense in a non-
transformational theory such as this. In terms that are more amenable to HPSG,
the Intervention Constraint states that an exempt anaphor cannot skip over a po-
tential binder in its clause to take a higher one. But, what exactly is meant by a
potential binder? Minimally, in HPSG terms, this must be a nominal-object, since
these are the only entities that enter into syntactic binding relations. Furthermore,
the binder’s INDEX must be of sort referential, since expletive subjects cannot be
binders. This fact is reflected by the grammaticality of the following example.

(8)  John; said there was a picture of himself; in yesterday’s paper.

Although there intervenes between John and himself, it is not a potential binder,
since its index is of sort there, not referential. Thus, the potential binder must meet
the usual requirements on antecedents.

As the following examples illustrate, there also seems to be a kind of animacy
requirement (Pollard and Sag, 1994) for the intervening binder, and certain quan-
tified intervenors also fail to trigger the IC. The relevant potential intervenor is
italicized in these examples.

(9) a. Bill; suspected that the silence meant that [a picture of himself;] would
soon be on the post office wall.

b.  Bill; thought that nothing could make [a picture of himself; in the Times]
acceptable to Sandy.

(Pollard and Sag, 1994: 268, (87d), (88a))

As far as quantifiers go, the animacy requirement covers the appropriate ones. For
example, if we replace nothing in (9b) with no one or everyone, the quantifier is an
intervenor:

(10) a. *Bill; thought that no one could make [a picture of himself; in the Times]
acceptable to Sandy.

b. *Bill; thought that everyone could make [a picture of himself; in the
Times] acceptable to Sandy.

It seems that the animacy facts can be extended to quantifiers if it is understood to
apply to their restriction. The quantifiers no one and every one have restrictions that
refer to people and hence count as animate. On the other hand, nothing is restricted
to quantify over things, which are not necessarily animate. In fact, according to
standard HPSG, the quantified NP inherits the CONTEXT information of the noun
(Pollard and Sag, 1994), resulting in the quantified NP being marked for animacy
like other NPs.

Thus, we can conclude that the Intervention Constraint should only apply if
the intervening noun phrase a) satisfies normal conditions on antecedents (i.e. it is



a nominal-object with a referential index), and b) is animate. In addition, the IC
must be stated such that the relative order of potential binders that are on the same
ARG-ST list does not matter, as the following sentences illustrate.

(11) a.  John; told Mary that some compromising pictures of himself; are avail-
able online.

b.  John; heard from Mary that some compromising pictures of himself; are
available online.

If Mary in sentences (11a) and (11b) were an intervening potential binder, we would
expect the sentences to be ungrammatical. The fact that they are grammatical in-
dicates that the IC is not in force here. Sentence (11b) also illustrates that point of
view is not in effect here, as the point of view reported is Mary’s, but the anaphor
is still grammatical.

We can now reformulate the Intervention Constraint appropriately.

(12) The Intervention Constraint (second version)
No potential binder may intervene between an anaphor and its antecedent. A
potential binder is an animate, referential nominal that is not a coargument of
the antecedent.

Now that the informal version of the IC is in place, I will reformulate it as a
constraint in HPSG. But, since my constraint is based on closeness of an antecedent
and not intervention, I will call it the Antecedent Closeness Constraint instead. The
ACC needs to refer to a-command, which is defined recursively, so the ACC itself
cannot be formulated as a feature constraint directly; only instances of structures
that do or do not satisfy the ACC can be given as feature structure constraints.

(13) The Antecedent Closeness Constraint®
If an anaphor Z has one or more close potential antecedents,
then there is a close potential antecedent Y, such that

Y[INDEX ] and Z[INDEX ]

(14) Definition of Close Potential Antecedent!® (CPA)
Y is a close potential antecedent of Z if and only if

a. Y a-commands Z; and
b.  There is no X such that
i. Y nonlocally a-commands X; and
ii. X a-commands Z; and
. X
CONT | INDEX

C animate_rel
CONX BACKGROUND
INSTANCE (1]



Although there is something like intervention in the definition of close potential
antecedent, the ACC itself does not really mention intervention. In fact, it guar-
antees that an anaphor selects a close potential antecedent, rather than ruling out
derivations that display bindings that cross a potential antecedent, as the literature
on the IC originally intended. In this sense, closeness applies more generally than
intervention. Since intervention is a ternary relation (i.e. it only makes sense to
talk about something intervening between two other things), if there is a situation
that only involves two objects, intervention is undefined. However, closeness is
only binary, which means that this notion applies so long as there are at least two
things. The importance of this distinction will become obvious shortly. In fact,
stating that an anaphor must be bound by its closest binder and stating that no po-
tential binder may intervene between an anaphor and its actual binder amount to
the same thing. Therefore, the constraint as formulated here will cover the correct
intervention cases.

Now I will demonstrate application of the ACC to an exempt anaphor. In the
following sentence, the ACC stipulates that the anaphor contained in the picture NP
is coindexed with Chrystale, because Chrystale is a close potential antecedent, since
it a-commands the reflexive!" and there is no intervening a-commander that meets
the requirements outlined in the second clause of the definition of close potential
antecedent. In this case there is no X that is closer than Chrystale at all, as shown
by the ARG-ST lists in (15b). '

(15) a.  Chrystale; likes photos of herself;.

b.  likes: ARG-ST (N P[Chrystalel;, N P[photosofhersel f;])
photos: ARG-ST (PP[ofherself];)

The lexical entry for the anaphor guarantees that it must unify with its antecedent
on the agreement features in INDEX, which it does in this case. And, as desired, if
we were to replace Chrystale with Andrew or any other non-female NP, such as the
pronoun it used to refer to, say, a pet fish, the corresponding sentences would be
ruled out, due to this same agreement requirement.

Example (15) shows that the ACC as formulated here applies whenever there is
sufficient locality, even if there is no intervention. Thus, if the notion of ‘closeness’
as formulated above is used, the ACC applies to cases like these. However, if inter-
vention were specifically mentioned, these cases would not be covered, because the
antecedent does not intervene between the reflexive and anything else, since there
is no other potential antecedent between the actual antecedent and the reflexive.

In this section I have formulated the Antecedent Closeness Constraint as a fur-
ther constraint on the anaphor-antecedent relationship. The ACC requires anaphors
to be coindexed with a close potential antecedent, as defined in (14). The CPA must
be referential, as required by the definition of a-command. Furthermore, in simple
sentences like Chrystale likes photos of herself, the ACC predicts, as is the case,
that the reflexive is bound by the next higher NP. However, if there is another closer




but inanimate potential antecedent, the ACC does not force coindexation with the
inanimate argument. In this manner, the ACC covers the cases discussed in Pollard
and Sag (1992, 1994) as exempt anaphors. This will be more obvious in the next
section, where I discuss further examples of the coverage of the ACC with respect
to exempt anaphora.

4, Some results

Three major cases of exempt anaphora are covered in this paper: Super Equi-NP
deletion, picture NPs, and specifiers of NPs. In this section, I will demonstrate how
the ACC makes the correct generalizations about the binding properties of anaphors
in these constructions.

4.1. Super Equi-NP deletion
The original motivation for the Antecedent Closeness Constraint was Super Equi-
NP deletion. First I will examine examples that are predicted to be grammatical by
the Antecedent Closeness Constraint and show how these work.
(16) a. Chrystale; claimed [that [PRO; smearing herself with mud] was fun].
b.  Gonzo; said [that it was difficult [PRO; to satisfy himself]].
c. John; thought [that it was likely [to be illegal [PRO; to undress him-

self]]].

d. Mary; knew [that there would be no particular problem in [PRO; getting
herself a job]].

e.  John; thought [that Proposition 91 made [PRO; undressing himself} il-
legal].

(Pollard and Sag, 1994: 269, (91b—), (92a))

In sentence (16a), the understood subject on the ARG-ST of smearing is exempt,
since it is not locally a-commanded. The CPA of the understood subject is Chrystale
and the ACC correctly predicts that Chrystale must be the antecedent of PRO and
these arguments are coindexed. The situation in (16b) is similar, except that the
CPA of himself is Gonzo. Expletive it cannot serve as a CPA, due to not having
a referential index — and thus not being an a-commander — and it therefore also
fails to block Gonzo being a CPA. Sentence (16¢) gives another example of an
expletive it not serving as a CPA, but the sentence also illustrates that the CPA can
be a longer distance away, over a raising predicate. In example (16d), the matrix
subject is again the CPA of the understood gerund subject, because the closer NP is
an expletive with an index of type there.

Example (16e) is the crucial case. In this example, both John and Proposition
91 are CPAs. The latter is a CPA because a) it a-commands the understood subject
PRO, and b) there is no X such that i) Proposition 91 nonlocally a-commands X,




ii) X a-commands PRO, and iii) X is animate. This predicts that Proposition 91
could be the antecedent of PRO (assuming the reflexive were changed to itself), but
I presume that in this case this reading is out due to pragmatics. However, John is
also a CPA: John a-commands PRO, and there is no X that satisfies the conditions
Just mentioned. Although Proposition 91 is nonlocally a-commanded by John and
a-commands PRO, it is inanimate and therefore fails to block John as a CPA. This
example illustrates that inanimate NPs can still be close potential antecedents, but
they let the next higher NP be a CPA as well. If the next higher NP is inanimate,
then this NP again lets the next higher NP be a CPA, and so forth. This predicts that
sentences like the following are grammatical.

(17) Gonzo; moaned that the records showed that Proposition 91 made [[PRO;
undressing himself in public] illegal].

Indeed, this sentence is perfectly fine, although a bit long.

It is also possible to construct situations in which the closer, inanimate argument
can be a CPA, while allowing a higher argument to be a CPA, and in which both
CPAs are pragmatically possible binders. These cases are discussed in section 4.4.

Next I turn to cases that are ruled out by the ACC.

(18) a. *Chrystale; claimed that Craig said that [[PRO; smearing herself with
mud] was fun].

b. *Gonzo; said that Chrystale complained that [it was difficult [PRO; to
satisfy himself].

¢. *John thought that Mary was surprised by [the fact that [PRO; criticizing
himself was hard]]. '
(Jacobson and Neubauer, 1976: 435, (15b))

In sentence (18a) Chrystale cannot be a CPA according to the definition in (14),
since Craig is nonlocally a-commanded by Chrystale while simultaneously being
animate and a-commanding PRO. In fact, the CPA for the understood subject is
Craig and the ACC requires that the INDEX of Craig and the INDEX of the under-
stood subject be re-entrant; therefore, PRO is actually coindexed with Craig and the
sentence is out due to unification failure on the GENDER feature of the Super Equi
target and that of the reflexive herself. However, since Craig is coindexed with
PRO, a pronoun her that is anaphoric (in the discourse sense) on Chrystale would
yield a grammatical sentence. A similar scenario obtains in (18b), except that the
CPA is one clause further removed, since it cannot be a potential antecedent. Like-
wise, sentence (18¢) is out for the same reasons as (18a), but the CPA Mary is
further removed in the structure from the understood subject of criticizing. How-
ever, Mary is still the only CPA, and thus must be coindexed with PRO.
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4.2. Picture NPs

With respect to picture NPs, the ACC predicts that the sentences in (19) are gram-
matical.

(19) a. Simon said Gonzo; likes photos of himself;.
b.  Elvis; said there should be pictures of himself; for sale at Graceland.

c. Gonzo; was sure that the delay indicated that a picture of himself; was
coming through on the fax.

d.  Andrew; hoped that something would prevent a picture of himself; in
the Real Estate Guide from being seen by his friends.

Sentence (19a) is grammatical on the construal indicated, since the reflexive is coin-
dexed with its close potential antecedent, Gonzo. The only CPA in (19b) is Elvis,
since the expletive there is not a CPA and also does not block a higher argument
from being a CPA. In sentences (19¢) and (19d), the delay, and something respec-
tively don’t meet the animacy requirement in the ACC. Therefore, sentences (19¢)
and (19d) would fail to unify with the constraint on X in the third clause of the CPA
definition, (14), due to conflicting background information. This has the result that
the first CPA in these sentences is Gonzo and Andrew respectively.

Now I will turn to the sentences in (20), which the ACC predicts are ungram-
matical.

(20) a. *Gonzo; said Chrystale sent a photo of himself; to Strange Goatee Di-
gest.

b. *Simon; said Gonzo likes photos of himself;.

Sentence (20a) is ruled out due to a gender mismatch. The close potential an-
tecedent of himself is Chrystale, but there is unification failure due to the agreement
features on the indices. Gonzo is not a close potential antecedent, since there is an
X, Chrystale, that fulfills the blocking conditions in (14). Sentence (20b) would
be ruled out by Principle C. The ACC requires coindexation between the reflexive
and Gonzo, as Simon is not a CPA due to Gonzo being animate; if Simon is also
coindexed with the reflexive, Simon will a-bind Gonzo.

4.3. Specifiers

The last case of exempt anaphora that I will consider here is that of anaphors in
specifier position. In English, this is restricted to reciprocals. The ACC makes the
correct predictions about the following sentences.

(21) a. [John and Mary]; knew that [the journal had rejected [each other’s};
papers].
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b. *[Hank and Peggy}; said that [Bobby ate [each other’s); apple brown
betty].

¢. [Hank and Peggyl; said that [[Bobby and Khannie]; like [each
other’s],;/; wrestling moves].

In (21a) the journal refers to a publication, which is clearly inanimate. This means
that both John and Mary and the Jjournal are CPAs (since the Jjournal is not animate
it does not block the higher NP being a CPA). However, the journal’s index cannot
be unified with the index of each other’s, leaving only the higher NP as a CPA.
The ACC is satisfied by coindexing this NP with the reciprocal. Example (21b)
illustrates that an animate CPA prevents the higher NP from being a CPA, even if
it cannot satisfy the ACC. This is directly predicted by the ACC, due to the defini-
tion of close potential antecedent. Since Bobby fulfills the condition on blocking
in (14), Hank and Peggy is not a CPA. Therefore the sentence is ungrammatical,
due to unification failure on the NUMBER feature of Bobby and each other’s in-
dices. The last example shows that an animate CPA with the right index features
(i-e. plural number), binds the reciprocal and prevents the higher NP from bind-
ing the reciprocal. Thus, the ACC gets the correct grammaticality results for these
reciprocal cases as well.

44. Optional binding

The definition of CPA does not prevent inanimates from being CPAs; it just lets a
higher animate be a CPA in addition to any lower, inanimate CPAs. As a result, the
ACC can sometimes be satisfied optionally by coindexation to multiple CPAs:

(22) a.  Louise teaches “embodied cognitive logic”. She claims [a good formal
logic}; should make [PRO; describing itself easy].

b.  Louise teaches “embodied cognitive logic”. She; claims a good formal
logic should make [PRO; describing herself easy].

Of course, it’s a stretch to think of cases where inanimate things can be the subjects
of causatives as well as the subject of the causative complement, but sentence (22a)
illustrates that, insofar as this is possible, an inanimate NP can serve as a CPA. And
it does this without blocking binding by the animate, pronominal subject of claims,
allowing the coindexation in (22b). Thus, the ACC makes correct, though delicate,
predictions about possible antecedent-anaphor relationships for exempt anaphors.

It is also possible to construct similar examples with picture NPs and reciprocal
specifiers:

(23) a.  John is fascinated by this book. He; claims it contains [a description of
himself;].

b.  John is fascinated by this book. He claims it; contains [a description of
itself;].
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(24) a. [John and Mary]; said the journals rejected [each other’s; papers].
b.  John and Mary said [the journals]; rejected [each other’s; papers].

These optional bindings are accounted for by the CPA, since it in effect sets up a
chain of CPAs, any one of which can satisfy the ACC, modulo agreement of indices.

5. Conclusion

In this paper, I have shown how the Antecedent Closeness Constraint unifies the
treatment of Super Equi-NPs, picture NPs and anaphors in specifier position. The
antecedent-anaphor relation in all of these constructions was shown to exhibit an-
imacy effects, which is accounted for by the ACC. In particular, the ACC can be
read as setting up a chain of potential antecedents, such that if there is an animate
member of the chain, it must be the first member. Another virtue of the ACC is that
it makes subtle predictions about optional bindings for all three constructions. Fi-
nally, although this was only implicit here, adoption of the ACC simplifies binding
theory, while maintaining a treatment of control verbs as taking VP complements
with reflexive subjects (Asudeh, 1998).

Notes

1 This work was supported in part by Commonwealth Scholarship CA0176 and
SSHRC Doctoral Fellowship 752-98-0424. 1 would like to thank Claire Grover,
Ewan Klein, Alex Lascarides, Jim McCloskey, Line Hove Mikkelsen, Ivan Sag, Ida
Toivonen, and audiences at Stanford University and BLS 25 for helpful suggestions.

2 For a detailed discussion of control and the ACC, see Asudeh (1998), which is
available at http://www.stanford.edu/"asudeh

3 The terms used to be o-command, etc., for ‘obliqueness’. But, with the move
to defining binding on argument structure (see €.g. Manning and Sag 1999), the
mnemonic has changed.

4 This caveat is here to prevent a synsem from a-commanding itself or its gap. It
will not be important for understanding the rest of this paper.

5 While discussing the history of the ACC, I will continue to refer to it as the
Intervention Constraint as this is what it was called in the literature cited.

6 | use PRO simply for notational convenience in indicating the positon of the
control target, since HPSG does not use this empty category.

7 There is an apparent wrinkle in this data. It is not possible to assume that the
understood subject is always a reflexive, due to examples like the following:

(i)  Chrystale; claimed that smearing her; with mud was fun.

This sentence is grammatical, but it has the construal that someone other than
Chrystale smeared mud on her. If the understood subject were a reflexive bound
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to Chrystale, this would result in a Principle B violation (the pronoun would be
locally a-bound by the understood subject) and the sentence would not be possible.
The fact that it is possible indicates that the understood subject in this sentence is
in fact not a reflexive coindexed with Chrystale. In general, gerunds and infiniti-
vals in subject position can optionally have arbitrarily referring (i.e. pronominal)
understood subjects (Pollard and Sag, 1994).

8  These are the judgements given by Jacobson and Neubauer. Howeyver, my in-
formants found the herself binding to be ungrammatical.

® It may seem at first that the ACC and Principle A interfere with each other, since
they both apply to the same type (anaphor). While it true that in local a-command
situations the two constraints are partially redundant, they require the same binding
for the INDEX of the anaphor, so there is no conflict (Asudeh, 1998: 54-55).

' In this definition, nothing guarantees that Z is of type anaphor. Thus, any ar-
gument can have a close potential antecedent. However, the ACC itself refers to Z
being an anaphor. This makes the notion of CPAs general and extensible to other
phenomena should further work motivate this.

' Chrystale a-commands the picture NP by a-command clause (i). The reflexive’s
index is structure shared with the case-marking PP[of], which is on the ARG-ST of
the picture NP. By an application of a-command clause (ii), it follows that Chrys-
tale a-commands the reflexive, since Chrystale a-commands something that has the
reflexive on its ARG-ST list.
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Proving basic polysemy: subjects reliably distinguish several
senses of seel

Collin F. Baker
UC Berkeley
International Computer Science Institute

1. Introduction

1.1 Background

Psycholinguistic experiments can be divided into those that ask the subjects to make
high-level, conscious decisions about linguistic questions and those that ask subjects
to make quick responses to relatively simple questions but measure reaction times,
seeking clues as to the moment-to-moment processing of sentences; we can refer to
these as "off-line" and "on-line" methods respectively. Off-line methods allow us to
construct experiments relatively easily that seem to answer some fundamental
linguistic questions directly ("Is this sentence grammatical?", "Are these words
synonyms?" "What is the antecedent of this pronoun?"), but the data they provide is
often hard to interpret, because so much higher-level cognition may be involved in
the decision; e.g. in a grammaticality judgement, the subject may actually have time
to remember some rule that she was taught in the sixth grade, rather than relying on
a purely intuitive judgement. On-line tasks have a much better chance of discovering
something about the semantic representation used in actual sentence understanding,
but the experiments are much harder to construct and a great many factors need to
be carefully controlled to produce valid results.

Among the tasks used in off-line experiments, free sorting tasks have better face
validity than similarity judgments, but the resulting categories are hard to compare.
For example, Jorgensen (1990) gave subjects cards containing low-polysemy nouns
and high-polysemy nouns, as measured by the number of dictionary senses. In the
first task, they did completely free sorting; in the second, they were told to divide the
cards according to a set of dictionary definitions they had been provided with. She
found that subjects basically produced about three categories for the low-polysemy
words in both tasks, but created 5.6 categories on the free sorting and 9.1 on the
dictionary-guided sorting. This was still less than the average number of senses
given in the dictionary (14.6), but the increase was significant. Jorgensen (1990)
uses measures of the number of categories produced by her subjects and the amount
of agreement between them on the classification of individual items, but has nothing
to say about the relation between the semantics of the categories produced by one
subject and those of other subjects or those of the dictionary.

Various experiments have demonstrated that priming effects between related words
can provide information as to the structure of semantic fields (Meyer &
Schvaneveldt 1971, de Groot 1984). Other experimenters have found priming
effects between the separate senses of homonyms (Swinney 1979, Simpson 1981,
Seidenberg et al. 1982). Williams (1992) showed similar priming effects between
senses of polysemous words; his experiment has important implications for those
described here. In particular, Williams found that central and non-central senses had
very different priming effects. Unfortunately, like many others, both Williams' sense
distinctions and his decision as to which constituted the central sense were based on
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a dictionary, despite the fact that commercial and other linguistically irrelevant
factors influence the number and type of senses listed in dictionaries.

Given this situation, we chose to combine free sorting with two other methods, a
forced classification task and a priming experiment, in the hope that the strengths of
each method would complement the weaknesses of the others. In the classification
task, subjects were forced to classify uses into many predetermined categories,
assuming that they represent a finer breakdown than is available to most people
through introspection. If subjects reliably make certain semantic distinctions, these
should be representable as logical combinations of the finer ones. Of course,
carrying the process to its logical conclusion, by collapsing all the categories
together would produce complete "agreement” of the unsatisfactory sort posited in
the strong version of monosemy (Ruhl 1989). As Cruse (1992) points out, claiming
that a single highly abstract, undefinable "sense” accounts for all the uses of a highly
polysemous word is not only ipso facto unprovable but also fails to distinguish such
words from each other.

1.2 Predictions
On the basis of the study so far, we would predict the following:

* Since see seems to be highly polysemous, we would expect that speakers will be
able to distinguish different senses when tested on tasks involving similarity
Judgements, categorization (using either predefined or their own spontaneous
categories), etc. There is no reason to suppose that all speakers have exactly the
same set of senses, but it is likely that there will be a great deal of overlap, which is
essential to communication in general.

® Since see is such a highly-polysemous, high-frequency word, we expect to find
that our subjects will produce more senses than Jorgensen's subjects.

* Since the senses appear to have a complex structure, some senses being more
central than others, we expect to find prototype effects, with more central senses
more likely to be spontaneously produced and more quickly recognized. We would
expect to find broad agreement among speakers as to which are the central senses.

* Inacross modal priming experiment, in accord with Williams' (1992) findings,
we would predict that sentences which provide a context for one sense of see would
facilitate responses to a probe consisting of the keyword for that sense of See, more
than probes consisting of keywords for other senses.

2.  Experimental Methodology

2.1 Stimuli

2.1.1 Experiment 1

The stimuli for this experiment consisted of two blocks of 100 sentences selected at
random from the Brown corpus, combined with 43 constructed example sentences,
representing a total of 19 senses. For the sorting task, each block of 100 sentences
was printed on 3x5 inch cards, forming two sets. A set of 43 cards was also
prepared for the constructed example sentences (the "target” set), to see how they
would be sorted.
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2.1.2 Experiment 2

After completing Experiment 1, the list of senses was revised and expanded from 19
to 24 total senses. At the same time it was decided that some of the senses would not
be used in further experiments, as they involve collocations with other specific
words; among these are: SEE-X-THROUGH, SEE-THROUGH-X, and
LET’S-SEE. On the other hand, senses such as ACCOMPANY, although
"idiomatic", place semantic restrictions on their complements, but do not require any
specific syntax, e.g. I'll see you as far as the bus stop, I'll see you home, I'll see you
to your door.

In evaluating the results of Experiment 1, it became apparent that much of the
subjects' difficulty was due to the large number of senses involved. It was therefore
decided to construct a new experiment which would contain only examples of seven
clear-cut senses, which would be relatively easy to distinguish from each other. The
senses chosen were: EYE, FACULTY, RECOGNIZE, DETERMINE, ENSURE,
EXPERIENCE, and SETTING. Example sentences were constructed for each of
these senses, systematically varying other factors such as tense and aspect, question
vs. statement, negation, voice, and domain of discourse. (The three domains of
discourse were academic, personal, and entertainment, broadly construed.) In
practice not all of combinations of these factors produced reasonable sentences, but
as many as possible were created.

2.1.3 Experiment 3

After reviewing the results of Experiment 2, seven more senses were added to the
stimuli for Experiment 3: VISIT, CONSULT, PROCESS, CONDITION,
ENVISION, HALLUCINATE, and ACCOMPANY. In order to keep the total set of
stimuli small enough, only the clearest examples of the seven senses used in
Experiment 2 were retained in Experiment 3. As before, not all combinations of the
manipulated factors with the senses produced good sentences.

2.2 Tasks

In Experiment 1, only Sentence Sorting and Classification were performed. Because
both of these tasks are metalinguistic, two online tasks were added in Experiments 2
and 3, Lexical Decision and Categorial Judgement.

2.2.1 Task 1: Sentence Sorting

In this task, subjects were given cards containing the examples of see and asked to
sort them into piles according to the sense of see used in the sentence. No directions
were given as to how many senses there should be or how the distinctions should be
made. At the end of one hour, subjects were asked to write a brief definition or
characterization of each group and to choose the sentence which best exemplified it.

Nine subjects were randomly given one of the two sets of 100, and instructed to
group them by sense. Then subjects were given the target set and asked to add these
to the groups, then (if time permitted) they were given the second set of cards and
asked to continue the task. All subjects completed one set of 100 sentences and the
target set; if time permitted they continued to the second set of 100.
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2.2.2 Task 2: Sentence Classification

For the Classification task, the example senses and the senses to be chosen (defined
above) were presented on a computer screen using HTML and a web browser. Both
the responses and the response latency were recorded.

2.2.3 Timed Tasks

The stimuli in these tasks were presented by use of the PsyScope program on
Macintosh computers. In each case the subjects saw one of the same example
sentences as in the previous tasks, and then heard an auditory prime consisting of a
single word (or sometimes in the Lexical Decision task, a single non-word). The
subjects then pressed one of the keys on the keyboard to respond. The sentences
were displayed for up to 4 seconds. This was a followed by the auditory probe
which lasted approximately 500 ms. Subjects had 1500 ms. from the beginning of
the auditory probe to respond; responses after this time period were not used in
further analysis.

Blocks of 40 trials of each task (Lexical Decision and Categorial Judgement) were
administered randomly across subjects. Subjects were allowed to rest after each
block.

2.2.3.1 Task 3: Lexical Decision

In Lexical Decision blocks, the probe was either a keyword for the primed sense, a
keyword for another sense, or a non-word. The task was a word/non-word
Jjudgement.

2.2.3.2 Task 4: Categorial Judgement

In Categorial Judgement blocks, the probe was either a keyword for the primed
sense or a keyword for another sense, and the task was to decide whether the probe
was an instance of the primed sense.

2.3 Subjects

The subjects were undergraduates at University of California at Berkeley, who
received credit toward introductory psychology courses for their participation. The
same subjects participated in all tasks within each experiment. Table 1 shows a
summary of the stimuli, tasks, and number of subjects in each of the experiments.

Table 1: Summary of the Experiments

Experiment Senses Stimuli Number of Tasks
subjects
1 20 Corpus : 9 1&2
2 7 Constructed 21 all
3 14 Constructed 39 all

2.4 Statistical Measures of Agreement

Two different measures of agreement were used in the experiments reported here,
omega and kappa. The omega statistic (Morey & Agresti 1984) is inherently less
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powerful, since it is based on whether or not two raters classify each pair of stimuli
in the same category or not, without regard to the classification of other pairs.
However, omega has the advantage that it can be used in cases in which the number
of categories differs from rater to rater.

The kappa statistic (Scott 1955, Cohen 1960, see also the excellent introduction in
Siegel & Castellan 1988 284-91) is the standard statistic for interrater reliability
used when the number of categories is fixed for all raters.

Both statistics vary from O for chance agreement to 1.0 for perfect agreement and
are insensitive to the number of categories involved, or the distribution of instances
into categories. The variance of the sampling distribution is known for both, so that
the probability of a particular outcome can be calculated.

3.  Results and Analysis

Because the materials and tasks used in Experiment 1 were substantially different
from those used in the latter two experiments, the results for Experiment 1 will be
discussed separately first, and the results for the other two experiments will be
discussed together thereafter.

3.1 Experiment 1

3.1.1 Task 1: Sorting

The number of categories per subject ranged from 6 to 21, with a mean of 11. This
is substantially higher than the 5.6 found by Jorgensen (1990), as we had predicted.

The sizes of the categories varied greatly, from 33% for EYE (See the cat on the
mat), and 15% for RECOGNIZE (See that it's red) to O for some categories. The
agreement between raters as to the relative sizes of the categories was high, r =.70 to
.97, suggesting that there is not a large division of the population into "lumpers" and
"splitters".

3.1.2 Task 2: Classification

All subjects finished 99 sentences of the first set. Some subjects continued on to
other sets, but the order of the sets was randomized, so that there was little overlap
beyond the first set. The overall agreement among raters, measured by the kappa
statistic, was .38. This value is low, but understandable, given the large number of
senses listed and the ambiguity of many of the stimuli. A more detailed analysis of
the classification data will be given for Experiments 2 and 3.

3.2 Experiments 2 and 3

3.2.1 Task 1: Sorting

For Experiments 2 and 3, the median numbers of categories produced by each
subject were 6 and 10 respectively, which approximate the number of senses
intended by the experimenters, ie. 7 and 14. The difference between the two
medians is significant (using the median test, x2=26.09, p < 0.01); this means that
subjects recognized that more senses were present in Experiment 3 on the basis of
the stimuli alone.
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The omega statistic was used to compare the subjects' initial sortings with the values
of the manipulated variables, including the intended sense. The results suggest that
the subjects were able to follow the instructions to pay attention only to the sense of
see occurring in each sentence and to ignore the other syntactic and semantic
factors. Table 2 shows figures for a representative group of nine subjects; the
agreement for the irrelevant manipulated factors is essentially zero (because of the
correction for chance agreement, the value of omega can sometimes be less than
zero). The agreement with the intended sense ranges from a low 0.36 for subject
number 30 to a high of .82 percent for subject number 33; this variation in
agreement seems to be due to individual differences.

Table 2: Agreement between subjects' sorting and manipulated variables

Subjects— 30 31 32 33 34 35 36 37 38
Factorsd

Tense/Asp. 0.03 | 0.04 0.02 | 0.02 0.03 0.05 0.03 0.02 0.02
Qn/state. 0.03 | 0.01 0.00 | 0.01 0.01 0.02 0.02 0.02 | 0.01
Negation 0.01 0.00 | 0.01 0.01 0.00 | 0.01 0.00 0.01 0.00
Voice -0.03 1-0.01 | 0.03 | 0.01 0.00 | 0.03 [-0.02 | 0.03 | 0.01
Domain 0.08 ] 0.06 | 0.06 | 0.06 0.06 | 0.06 1 0.06 | 0.06 | 0.06
Sense 036 [040 [0.75 [0.82 [0.62 046 [050 |0.71 [0.61

A calculation of the omega statistic between each pair of subjects showed that there
was substantial agreement among subjects even before any instructions as to
categorization were given; on Experiment 2, for example, the mean Q =.57. There
was considerable variation among subjects, but there was no cluster of subjects who
agreed with each other and disagreed with the experimenters' initial categorization.
This suggests that there does not exist another well-defined "dialect” for the senses
of see, although there may be agreement among subjects and disagreement with the
experimenters on individual pairs of senses.

3.2.2 Task 2: Classification

In Experiment 2, the mean kappa for agreement among all subjects on the seven
categories was .74, and 84% of the items were classified as intended by the
experimenters.

In Experiment 3, we found that the 10 sentences with the lowest level of agreement
were causing a disproportionate amount of error, and had no more than about 50%
of responses in one category, so we eliminated them from further consideration,
reducing the number of stimuli from 115 to 105. There were no comparable
problems in the data for Experiment 2.

In Experiment 3, with 14 senses, the mean kappa among all subjects fell only to .70;
after the elimination of the 10 weakest items, it rose to .75; also, 75% of the
responses agreed with the experimenters' categorization.

In addition to recording subject responses, the response latency on the Classification
task was also recorded; the distribution has a strong right skew, as is typical of such
measurements. The median latency was 19 seconds, with the first quartile at 13
seconds and the third quartile at 26 seconds. Latencies longer than 80 seconds were
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considered errors, since it seems unlikely the subjects were actually attending to the
current item for so long.

Table 3. Experiment 2: Intended senses vs. responses

Responses — EYE FACUL- | DETER | ENSURE | RECOG | ExpER1 | sETTING | Total
Intended | TY MINE NIZE ENCE

EYE 623 49 3 2 8 0 0 685
FACULTY 65 381 1 0 3 0 0 450
DETERMINE 46 11 394 25 2 2 2 482
ENSURE 19 7 33 444 13 3 1 520
RECOGNIZE 11 9 25 7 597 3 0 652
EXPERIENCE 10 3 4 5 4 388 131 545
SETTING 11 1 1 6 1 73 335 428
Total 785 461 461 489 628 469 469 3762

Table 3 shows the relation between intended senses and responses for all of the
items on the Classification task in Experiment 2. The senses have been arranged so
that those frequently confused with each other are in adjacent rows and columns.
Thus, while EYE and FACULTY were correctly classified most of the time, 49
instances of intended EYE were classified as FACULTY, and 65 instances of
intended FACULTY were classified as EYE. The asymmetry between the two
"errors" may be due to the general bias toward the response EYE.

There is also some confusion among the three senses DETERMINE, ENSURE, and
RECOGNIZE. We note that all three of these senses involved a relation between the
SEER, and a proposition; in the case of ENSURE, the SEER brings the proposition
about; in DETERMINE, the SEER finds out if the proposition is true; in
RECOGNIZE, the SEER merely becomes aware of the proposition.

Finally we note confusion also between EXPERIENCE and SETTING, especially
from intended EXPERIENCE to response SETTING. It may seem surprising that
these two senses are confused, especially as the SETTING sense is unique with
respect to the semantics of its subject. The similarity between the senses is that both
of them allow non-animate subjects, e.g. The house saw use as a barracks during
the Revolutionary War. In the Sorting task, several subjects created a category for
non-animate SEER, and this may point to the source of the confusion between these
two senses.

Table 4 shows the relationship between intended senses and responses for
Experiment 3, after the 10 weakest items have been eliminated as described above.
Once again, we find the general bias toward the response EYE, and some of the
same confusions as noted in Experiment 2. In addition, the newly added senses
create new combinations; the most striking result is that the majority of examples of
intended PROCESS receive the response EYE. Although some of the subjects
created a separate category in the sorting task for what we call PROCESS, the
predominance of EYE responses for intended PROCESS stimuli in Experiment 3
suggests that most subjects regard perceiving a person performing an action as a
simple physical perception, notwithstanding the secondary predication associated
with it. The newly introduced sense CONDITION also creates considerable
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Responses — [EvE | pro- | FacuL VISIT [ CON- | CONDI- | EXPER | SET- | ENVI- | HALLUC | RECOG. | DETER. EN- AC- Tot
Intendedd CESS | TY SULT | TION [ENCE | TING |sioN | INATE | nize MINE | SURE | com-

PANY
EYE 175 4 11 0 0 2 1 1 0 0 2 1 0 0 197
PROCESS 239 174 18 4 0 7 8 2 16 0 10 1 0 1 480
FACULTY 20 0 153 0 1 0 0 0 0 0 0 0 0 0 174
VISIT 35 0 4] 382 0 0 0 0 1 0 0 2 0 0 424
CONSULT 1 0 1 25| 487 0 0 0 0 0 0 1 0 0 515
CONDITION 30 32 16 2 0 279 14 0 3 0 5 0 1 0 382
EXPERIENCE 0 6 1 0 0 21 122 6 6 0 1 1 0 0 145
SETTING 0 0 0 0 0 3 33| 108 6 0 0 0 1 0 151
ENVISION 9 9 2 0 0 0 1 1] 335 2 1 0 0 0 360
HALLUCINATE 19 0 3 0 0 1 0 0 0 397 1 0 0 0 421
RECOGNIZE 1 4 1 0 0 30 4 0 3 0 168 7 1 0 219
DETERMINE 3 2 0 5 9 4 0 0 9 0 3 210 15 2 262
ENSURE 0 0 0 0 0 1 0 0 1 0 3 2 222 2 231
ACCOMPANY 6 0 1 5 0 0 0 0 0 0 0 0 2| 416 430
Total 5381 231 211| 423 497 329 183 118] 380 399 194 225 242 421] 4391

1
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confusion, although the vast majority of cases are "correctly” recognized, and the
rest of the table is remarkably low in confusion.

3.2.3 Clustering of Classification Responses

One approach to finding shared structure is to use a clustering algorithm, based on
the kappa statistic. The steps are as follows: (1) For each pair of categories, compute
the kappa that would result if they were combined into one. (2) Actually combine the
pair which produces the greatest increase in agreement. (This represents the
distinction which was hardest for the subjects to agree upon.) (3) Repeat this
procedure, until combining categories produces no more improvement. Depending
on the data, this may be before all categories are merged.

The order of combining can be represented as a tree, with the branchings at the
bottom of the tree representing the categories most easily confused. The height of
each branching represents the new level of agreement produced by combining the
categories below. The clusters can be thought as reflecting the speakers' hierarchy of
mental representations in this semantic space.

Figure 1 shows the results of clustering on the basis of agreement (i.c. kappa) for
Experiment 2. This can be thought of as another way of looking at the confusion
between intended senses and responses. Three clusters are noticeable (in order of
decreasing confusion), EYE/FACULTY, EXPERIENCE/SETTING, and
DETERMINE/ENSURE/RECOGNIZE. While these clusters were not foreseen by
the experimenters, they seem reasonable post hoc, and also reflect the subjects' naive
categorizations, as noted above. A somewhat similar, but less clear-cut tree (not
shown) is produced from the results of Experiment 3. EYE and PROCESS are the
first senses to merge, and ACCOMPANY lies at the top of the tree, but the other

expected clusters are not apparent.

3.2.4 Timed Tasks

The data for the Lexical Decision task and the Categorial Judgement task are still
being analyzed. The priming effects expected on the basis of Williams (1992) are
very small (less than 50 milliseconds), and may require more accurate methods to
detect them. In particular, our measurement of reaction times is subject to an error of
approximately 16 ms., due to the polling frequency of the Macintosh keyboard.
Preliminary results suggest that there is priming in the predicted directions in
Experiment 2; it appears that the data is too sparse for good statistical analysis of the
timed tasks in Experiment 3. We are continuing to work on eliminating outliers and
finding appropriate groupings in this data.
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Figure 1. Experiment 2: Clustering of senses based on increasing agreement
1.0
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RECOGNIZE
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We have found quite a high percentage of "correct” responses in the Categorial
Judgement task. On Experiment 2, the median is 92% correct (Q1 = 87%, Q3 =
96%). On Experiment 3 (after eliminating one subject who pressed the "yes" key on
all of his responses) the median is 94% (Q1 = 89%, Q3 = 97%), even with the
larger number of senses.

4.  Conclusions and Future Directions

Our subjects were able to distinguish a relatively large number of senses for the
highly ambiguous word see in Experiments 2 and 3, suggesting that the relatively
low rate of agreement in Experiment 1 was due to the ambiguous and unbalanced
stimuli rather than to inherent difficulty of the tasks. The level of agreement within
subjects between the sorting task and the classification task suggests that the
categories which we used in the classification task were fairly well matched with the
categories which the subjects had at the beginning of the experiments.

The very high accuracy found on the Categorial Judgement task under timed
conditions might be interpreted as proving that the subjects actually use the
categories which they displayed on classification task in understanding natural
language sentences. However, we cannot rule out the possibility that subjects have
merely learned the categories created by the experimenters extremely well by that
point. If the latter is occurring, there may be no way to get at the subjects' naive
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representations except by creating several sets of a priori categories and determining
which ones produce the highest agreement, presumably because of greater
"naturalness”,

Nothing in this experimental setup will help to resolve the vexed question of retrieval
of fixed representations vs. different processing strategies, with which cognitive
psychologists have been so concerned. Nor do these experiments provide any
evidence as to the relative importance (or temporal precedence) of semantic vs.
syntactic factors. Many senses have quite specific restrictions (syntactic and/or
semantic) on their arguments, such as ACCOMPANY or DETERMINE, The
subjects may be learning to distinguish at least some of senses from relatively
straightforward syntactic cues, despite our best efforts to vary the syntactic patterns
within senses. But the assumption that syntactic cues are more straightforward than
semantic cues may itself be characteristic of linguists rather than most language
users.

The technique of clustering on the basis of agreement statistics, described in Section
3.2.3 above, is useful in revealing certain aspects of the underlying structure of the
senses. It is, however, naturally one-dimensional, and thus cannot reveal the
complexity underlying the sense divisions. Several approaches for further,
multidimensional analysis are being considered.

From a linguistic point of view, it would be possible to treat all of the syntactic
factors (and perhaps some of the semantic factors) connected with each sense as
features in a high dimensional space. As mentioned above, it was difficult to
construct examples of particular senses with particular combinations of syntactic
characteristics; the participation of certain senses in certain patterns of alternation
and not others could be used as a set of features for discriminating the senses,
somewhat in the manner of Levin 1993. These features need not be binary, and
could even be continuous values. Such an approach would depend more on the
analysts' linguistic judgments, but would not be limited by the particular alternations
exemplified in a given experiment. A more experimental approach would be to
consider the responses on the classification tasks as (partially) independent
dimensions, and to find a method to reduce their dimensionality.

Notes

1. This is joint work with Jane A. Edwards, who has taken part in the design,
running, and analysis of the experiments. This research will be discussed in more
detail in my dissertation (Baker forthcoming). My colleague Chris Johnson also
participated in the initial establishment of the list of senses, and I have received
innumerable suggestions from the members of my committee, other UCB graduate
students and faculty, and audience members at the presentation of this paper at the
Berkeley Linguistics Society, February, 1999. Any errors which remain are my own
responsibility.
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I. Introduction'

Basque is a language that has inspired a great deal of interest because it seems to have
transparent pragmatics. In Basque, as in Hungarian (Kiss 1998), there appears to be a one-
to-one relationship between a preverbal syntactic position and focus scope, as in the
question and answer contexts of examples (1-2):

(1) Gaur erosi aldezu zerbait azoka-n?
today buy AUX something market-IN?
“Did you buy anything at the market today?”

Bai, ni-k bi kilo sagar erosi ditut.
yes, I-E two kilo applze buy AUX

“Yes, I bought two kilos of apples”.

(2) Nork apurtu du hau?
who break AUX this?
“Who has broken this?”

Ume hor-rek  apurtu du.
child that-E break AUX
“That child has broken it.” (Zubiri 1991:63)

Many accounts involve movement of phrases to a syntactic focus position, e.g., specifier
of CP. In these accounts, a lexical ergative argument is generally regarded as occupying a
higher specifier position reserved for a detached or extraclausal topic (Aissen 1992, Kiss
1998, Elorrieta 1994, etc.):

(3) Emakume-ek zer nahi  dute?
women-E what want AUX
“Women, what do they want?”’

In this paper, we propose a different way to look at these same facts. We make two closely
related points about the mapping between syntax and the pragmatic roles TOPIC and FOCUS
in Basque. First, despite appearances, there is no syntactic focus position in Basque. We
establish this by showing that the relationship between focus construal and word order in
Basque is more indeterminate than previous analyses have assumed (see § 3). Our
argument will be based on ambiguities of focus construal of the kind described by Ladd
1996 with respect to prosody. Second, it is more revealing to represent the relationship
between focus construal and word order in Basque by a grammatical construction than by
movement rules (see §2). The construction that we have in mind is Lambrecht's
pragmatically preferred clause structure, which was originally proposed to capture the
motivation for statistical tendencies in Spoken French syntax (1987).
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2. Movement Rules vs. The Pragmatically Preferred Clause Construction
A movement account of focus seems reasonable for VSO languages like, for example,
Tzotzil, as described by Aissen 1992. Since Tzotzil is verb-initial, preverbal
and extraclausal status can be equated. Aissen argues that an element in preverbal focus is
in specifier of IP. However, leftward shifts are problematic for Basque, since the preverbal
focus position, as we have seen, is also an argument position. However one wants to
model semantic scope, it simply does not make senseto treat pragmatically and
syntactically basic OV sentences as derived. The derivational account makes Basque look
anomalous in comparison to, say, English, in which VO word order is not treated as
derived. In English, as in Basque, a direct object may be a narrow focus. For example, (4)
can be a narrow-focus answer to the question ‘What did she buy?’:

(4) She bought a BOOK.

However, we don’t find a parallel suggestion that the NP a book is MOVED to
postverbal position in English. We therefore see no strong reason to propose that a focal
NP is moved to preverbal position in Basque. Another problem with a focus-movement
account for Basque is the status of topical arguments that precede the preverbal focus. For
example, Elorrieta and others claim that the ergative argument preceding the focus in (5)
is in specifier position of a CP which, in turn, is adjoined to a CP which contains
the focus, bizikleta, in its specifier position. Such accounts, with two movement
transformations that have to be linked and simultaneous, we find problematic.

(5) Mikelek, bizikleta apurtu du. (=Elorrieta (21a))
Mikel-E  bicycle-A break AUX
“Mikel, he broke his bicycle.”

The comma indicates a boundary tone which Elorrieta sees as creating a separate intonation
unit for the detached topic expression (see also Aissen 1992). The problem is, as Elorrieta
puts it, that “topicalization of other NPs is obligatory when an NP is in narrow focus” (p.
42). We could conclude that detached topics are base-generated, as per Aissen 1992, and
retain a movement account of focus. We are not sure what such a move would gain us,
because we are doubtful that there are long-distance dependencies in Basque. In this
respect, we differ from both Ortiz de Urbina (1986:230) and Elorrieta (1994:35). Elorrieta
(1994: 35) gives the pair in (6).

6) a. *7 Nor-k uste du Jonek ekarri-ko dio-la oparia seme-ari?
who-E think AUX Jon-E bring-FUT AUX-that present-A son-D
“Who does Jon think will bring a present to her son?”
(=Elorrieta 1994 (39a))

b. Oparia seme-ari nor-k ekarri-ko dio-la uste  du Jonek?
present-A  son-D who-E bring-FUT AUX-that think AUX Jon-E
“Who does Jon think will bring a present to her son?”

(=Elorrieta 1994 (39b))

Elorrieta says that both sentences are acceptable and that they mean the same thing.
However, we have found that native speakers reject (6a), while they accept (6b), which
involves the in situ strategy for focus. This makes us question whether a movement
account of focus is appropriate for Basque. Another problem for a movement account is the
status of postverbal topical elements, which Lambrecht (1981, 1994) refers to as
ANTITOPICS. An example of an antitopic in Basque is given in (7). The topic of the
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conversation in which this sentence occurs is the Basque immigrant experience in America,
specifically how Americans struggle to pronounce Basque words.

(7) Mila modu diferenteta-n esaten zuten nire abizena.
thousand way different-IN say AUX my last-name
“They pronounced my last name (Urrutia) a thousand different ways.”
(Interview with Johnny U, Basque Country-Western singer from Idaho, El Diario
Vasco, January 1997)

In accordance with Ziv and Grosz 1994, we presume that right-dislocated arguments are
inferentially related to discourse topics. In (7), the NP nire abizena (‘my last name’)
denotes something that is related to what is under discussion, Basque words. Example (7)
shows that a direct object need not be focal, and that a topical direct object may be realized
in postverbal position, with the low pitch accent characteristic of topics. Rightward topics
are problematic for approaches like Elorrieta’s, in which topics move to specifier position
of multiply adjoined right-branching CPs. They are also problematic for any approach that
identifies a particular syntactic position, say specifier of CP, with the topic role.

As an altemnative’ to a movement-based account of topic and focus, we propose a
pragmatically preferred clause structure for Basque, inaccordance with Lambrecht’s
(1987) proposal for Spoken French clause structure. This pattern is shown in Figure 1,
using certain conventions of unification-based Construction Grammar (Kay and Fillmore
1999):

catv
syn [srs+ ]
sem #4
syn NP syn [cat V] syn NP
2 SIS+ #3 *
sem # sem #4 sem.
prag TOP prag A-TOP

syn NP
val [#1 ]
S€m | g theme

prag [focus domain { [#1] }]

Figure 1. Pragmatically Preferred Clause Structure in Basque

In Figure 1, we use the pragmatic role of TOP to represent a detached or extraclausal topic.
This is what Aissen calls an EXTERNAL TOPIC. Herring 1990 observes that these topics
tend to be in leftward position, irrespective of word order type. The clausal constituent to
the right of the detached topic has a valence structure. This is the set of participant roles
licensed by the verb. The focus domain of the clause is represented as a valence set. This
valence set contains those elements that are in focus. The set of focus elements includes the
absolutive NP that is in the valence set of the lexical verb. The pragmatic role A-TOP
represents a rightward detached topic—an ANTITOPIC. Following Ziv and Grosz 1994, we
assume that antitopics denote referents which are highly recoverable but not currently under



29

discussion. Lambrecht (1987:233) argues that antitopics are more CONTINUOUS than
external topics, which are used for more discontinuous strategies: topic switching and topic
establishment.

The pragmatic structure in Figure 1 is closely paralleled by Van Valin’s (1993) layered
clause structure, which also includes a clausal core and left- and right-detached positions
for topics. The structure in Figure 1 unifies with valency and constituency constructions
per Kay and Fillmore. The constraints that are represented in Figure 1 come into play only
when a verb is paired with a lexical NP. Not all clauses in Basque contain an NP. The
clausal pattern in Figure 1 finds a close parallel in Du Bois’s Given A constraint, which
was developed on the basis of statistical tendencies in Mayan narratives. Bellver 1993
found the same tendencies in Basque narratives. Namely: There is one at most one
lexical NP per clause, and this strongly tends to be an absolutive argument. This a
pragmatically motivated fact. The motivation is captured by Lambrecht’s Principle of
Separation of Reference and Role (1994). This principle is stated in terms of a maxim: Do
not introduce a referent and talk about that referent in the same clause. This principle says
basically that topics are introduced outside the clause in which they play a topic role.
Following from this, argument-position lexical NPs are in focus.

It is generally presumed that sentences which exhibit OSV orders like (8) give evidence for
a ‘focus position” because default SOV word order is apparently overridden.

8) Bizikleta Mikelek apurtu du.  (after Elorrieta (21d))
bicylcle-A Mikel-E  break AUX
“Mikel broke his bicycle.”

The implication of our analysis is that word order variation is not taken to be evidence of a
syntactic focus position. In this sentence, against the tendency described by the
representation in Figure 1, an ergative NP denotes a focus. Such sentences are
correspondingly rare’. The lexical NP bizikleta is in detached topic position. Crucially,
since only the second of the two preverbal NPs is an argument, only this NP is in focus.
Therefore, we do not view permutations in the ordering of preverbal lexical NPs as
reflecting competition for focus position. Instead, in accordance with Elorrieta, we assume
that all preverbal lexical NPs, save that in immediate preverbal position, are extraclausal
TOPICS. By extension, we do NOT presume that the putative OSV word order in (8) reflects
‘scrambling,” because if there is only one lexical argument NP, it cannot be ordered with
respect to other argument NPs.

By drawing a functional distinction between two classes of lexical NPs—topic introducers
and participant-role denoters—we motivate Aissen’s observation that external topics in
Mayan languages are extrasyntactic. For example, as Aissen notices, they do not obey
island constraints (1992:69). In addition, as Aissen shows, they may be syntactically
unlinked, in not coreferring with any referent inside the clause. Examples of UNLINKED
detached topics in Basque are given in examples (9-11):

(9) Etabeste hizkuntzak baduzu aditzak urtebete-an  ikastea.
and other languages-A, have verbs-A  year-IN learned
“Other languages, you can learn the verbs in a year.”

(10) Euskal Herria, ez daukazu etxe-tik  irtetzerik guardosolik  gabe.
Basque Country, NEG = AUX house-ABL leave umbrella without
“The Basque Country, you can never leave the house without an umbrella.”
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(11) Nere arreba,etxea beti  zikifia. dago.
my  sister, house alwaysdirty is
“My sister, her house is always dirty.”

Another indicator of the extrasyntactic status of detached topics is their ability to stack.
Stacked topics are multiple preclausal detached topics. Their sequence does not determine
how they are coindexed with grammatical-function NPs in the following clause. An
example from French is given in (12a-b):

(12) a. Nicole;, Marie;, elle;; ne 1;; aime pas. (=Lambrecht 1987 (8a))
b. Marie;, Nicole;, elle;; ne 1;;’aime pas.
“Nicole, Marie, she doesn’t like her.”
“Marie, Nicole, she doesn’t like her.”

Lambrecht (1996:221) points out with respect to these examples that neither ordering to the
leftward topics affects coreference within the clause. In either ordering, Marie is
construable as coreferential with the subject. The same can be said of Nicole. This stacking
phenomenon can be found with Basque detached topics also, as in (13):

(13) a. Zure lagun-ek, seme-ari, oparia ekarri diote.
your friends-E son-D present-A bring AUX
“Your friends brought the present to their son.” (=Elorrieta 1994 (12a))

b. Seme-ari, zure lagun-ek, oparia ekarri diote.

son-D your friends-E present- A bring AUX

“Your friends brought the present to their son.” (=Elorrieta 1994 (12¢))
Detached topics do not denote arguments, so their order is not relevant for argument
structure. In addition to ordering freedom, we find MORPHOLOGICAL indicators that
detached topics are nonsyntactic. Examples (14-15) show that left-detached topics need not
be morphologically case-marked for their role in the following clause. Example (14) is
reported by Alan King (pers.com. 1999): (14a) represents the “properly” dative-marked
'~ topic NP, while the topic NP in (14b) is an alternative in natural speech, and is not case-
marked. We see the same situation in (15) where we would anticipate the NP gizon hori
being case-marked ergative if it were within the clause.

(14) a. Antxon-i, badakite nork laprutu zion.
Antxon-D they-know  who-E rob AUX
“Anthony, they know who robbed him.”

b. Antxon, badakite nork lapurtu  zion.
Anthony, they-know  who robbed  him.
“Anthony, they know who robbed him.”

(15) Maite du-dan  gizon hori, beti opariak erosten  dizkit.
love have-REL man that, always presents-A buy AUX
“The man that I love, he always buys me presents.”

Caseless detached topics also occur in spoken Spanish, according to Klein-Andreu 1989.
In (16a), “the Dative plural clitic les ‘them’ refers to the entities affected by the homn-
structures’ falling off” (1989:26), the entities being los cérvidos ‘deer’. However,
“normative prescription would lead us to expect that any explicit mention of this entity
should be accompanied by the preposition a,” as in (16b). Klein-Andreu refers to such
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“syntactically unintegrated forms” as los cérvidos in (16a) as “X-forms”. She finds that the
systematic occurrence of these X-forms in the spoken language points to topic
establishment rather than “performance error.”

(16a) Los cérvido-s se les cae
the deer-NOM-PL  it-NOM-PAS-SG DAT-PL fall-3SG
todo-s los afio-s el cuerno.

all-PL the year-PL.  the antler
“Deer, they drop their antlers every year.”  (after Klein-Andreu 1989(1))

(16b) A los cérvido-s se les cae todos los afios el cuerno.
t0-DAT  thedeer-PL it DAT-PL fall-3SG all the years the antler
“Deer drop their antlers every year.” (after Klein-Andreu 1989 (1b))

This lack of case-marking on detached topics makes sense when we consider the difference
in function between topic NPs and argument NPs. As described by Lambrecht, with respect
to strong and weak pronouns in French, topic NPs have a naming function only; they do
not denote participants®.

By separating topic-establishing and case-role denoting functions of NPs, the preferred
clause structure captures discourse tendencies. But does it have any relevance for syntactic
analysis? Notice that we have said nothing in Figure 1 about constituency, or even word
order within the clause. Instead, we propose the preferred clause structure as a criterion that
syntactic analyses must meet in order to have a sound empirical basis. Although one can
easily invent Basque sentences in which all case roles are expressed by lexical NPs, these
do not occur as products of ordinary linguistic behavior (see Lyons 1977 for discussion).
Under the plausible hypothesis that the function of syntax is to convey information, it
seems reasonable that constraints on information flow should form the basis for syntactic
representation.

3. Focus Position vs. Focus Construal

Focus position, as it is conceived of by Kiss (1998) and others, is a tight spot. Only a
single constituent can occupy this spot, and this single constituent may only accept a
narrow, or contrastive, reading, as in (17a). Kiss terms this construal IDENTIFICATIONAL
FOCUS. In contrast, her example of INFORMATIONAL FOCUS (17b) takes a broad reading,
with the preverbal focus position unoccupied by an argument.

(17) a. Tegnap este Marinak mutattam be Pétert.
last night Mary-DAT introduced ~ PERF Peter-ACC
“It was to Mary that I introduced Peter last night.”
(=Kiss 1998 (5a); her boldface)

b. Tegnap este be mutattam  Pétert Marinak.
last night PERF introduced Peter-ACC Mary-DAT
“Last night I introduced Peter to Mary.” (=Kiss 1998 (5b))

Preverbal position may indeed be dedicated to narrow focus constructions in Hungarian,
but this is not the case for Basque, where OV sentences can have broad focus readings in
addition to narrow ones. In other words, the facts of interpretation do not allow us to
uphold a one-to-one mapping between a syntactic position and focus. Instead, we claim
that focus construal in Basque is underdetermined by surface syntax. Our claim is based on
focus-scope ambiguities. These ambiguities come from a mechanism that is sometimes
called FOCUS PROJECTION after Hohle 1982.
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Early models of the focus-accent interface, like that proposed by Bolinger 1961, were
based on the assumption that accent marks the ‘information point’ of the sentence.
Theorists like Schmerling 1976, Selkirk 1984, Lambrecht 1994, and Ladd 1996, have
rejected this iconic view of the accent-focus relationship. They argue that models of
sentence accent must contain a mechanism for focus projection. One mechanism of this
kind is the PRINCIPLE OF ACCENT PROJECTION, as described in (18) by Lambrecht and
Michaelis; (19a-c) illustrates how this principle is applied.

(18) The Principle of Accent Projection. The accent on an argument expression
may project its value onto an unaccented predicate and additional lexical arguments,
if any.In such cases, the predicate and the argument(s) are integrated into
an informational unit. (Lambrecht and Michaelis 1998: 498)

(19) a. They brought a present to their SON.
b. Argument-focus context. Who did they bring a present to?
c. Predicate-focus context. What did they do?

The argument-focus construal in (19b) corresponds to Kiss’s definition of
IDENTIFICATIONAL FOCUS. In (19b) there is an open proposition, They brought a present
to X, and the assertion in (19a) identifies the variable in the open proposition. Accent
projection operates in the context of (19¢). In this context, (19a) is construed as a topic-
comment structure. The entire VP is in focus. This is roughly what Kiss means by
INFORMATION FOCUS.

Predicate focus is also compatible with the presence of topical referents inside the focal VP.
Two examples of this are given in (20):

(20)  A: What did they do for their SON?
B: They brought a PRESENT for their son.
B’: For their SON they brought a PRESENT.

In (20), A’s question has two possible responses. The first B response involves what
Lambrecht and Michaelis (1998) call the discourse condition on unaccented argument
expressions. This is shown in (21):

(21) Discourse Condition on Unaccented Argument Expressions: An
argument expression is unaccented iff the speaker assumes that its referent can be
construed as a ratified topic at the time of the utterance. (ibid.)

In accordance with this principle, the NP their son in B lacks accent because the speaker
views it as an established topic. The B’ response is a different situation. Here, their son
contrasts with other possible beneficiaries. Left dislocation signals this contrastive or set-
inclusion function (Prince 1997). Notice that in the B’ response there are two accents. One
is on the left-dislocated NP and the other falls inside the VP. This double accent pattern
makes sense according to a corollary principle given by Lambrecht and Michaelis, the
Topic-Comment Principle. This is given in (22):

(22) The Topic-Comment Principle: If a predicate capable of integration with its
argument is not subject to accent projection, i.e. if both the predicate and the
argument constituent are accented, the two denotata have a topic-comment relation
to each other. (ibid.)
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Accent projection is a major component of predicate focus. It also occurs in the more
specialized case of SENTENCE FOCUS. Sentence-focus sentences, according to Lambrecht
(1994) are used to report an event or to assert a state of affairs. They are formally
constrained: they require an intransitive verb that is typically stative or inchoative AND a
lexical NP subject. The sentence My CAR broke down is an example of sentence focus in
context (23b):

(23) a. My CAR broke down.
b. Sentence-focus context. Bus passenger apologizing to fellow passengers as
she slowly loads grocery bags onto bus.
¢. Argument-focus context. What broke down?

Sentence focus is like predicate focus: it permits a narrow or argument-focus reading. We
can see in (23c) that the sentence My CAR broke down can be used in an argument-focus
context, where the NP the car is the focus, rather than the whole sentence. What we
propose is that preverbal position in Basque acts like a prosodic peak in English. An NP or
other phrase in the preverbal position can project its focus value onto the whole predicate
or, under certain circumstances, onto the whole clause. Evidence that focus projection
operates in Basque is found in (24):

(24) a. Opari bat  ekarri diote.
present-A one-A bring AUX
“They brought a present.”
b. Argument-focus context. What did they bring?
c. Predicate-focus context. What did they do?

As Elorrieta observes (1994:13), (24a) is ambiguous between the argument-focus reading
that is appropriate in context (24b) and the predicate-focus reading that is appropriate in
context (24¢). As in English, we can find a TOPICAL ELEMENT inside a focal VP in Basque,
as well. A CONTRASTIVE topic will occur in the left detached position as in English. This is
shown in (25a). A NONCONTRASTIVE topic will be placed in the right detached position.
This is shown in (25b):

(25) a. Semeari, opari bat  ekarri diote.
son-D present-A one-A bring AUX
“For their SON, they brought a present.” (What did they do for their son?)

(25) b. Opari bat ekarri diote, semeari.
present-A one-A bring AUX son-D
“They brought a PRESENT for their son.” (What did they do for their son?)

As in English, focus projection also occurs in the SENTENCE-FOCUS CONTEXT. Examples
of this are found in (26):

(26) a. Nere kotxea puskatu egin da.
my car  broke do AUX
“My CAR broke down.”
b. Sentence-focus context. Bus passenger apologizing to fellow passengers as
she slowly loads grocery bags onto bus.
¢. Argument-focus context. What broke down?
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Sentence (26a), like its English translation beneath, is ambiguous with regard to focal
scope. It has a sentence-focus reading in the context of (26b) and an argument-focus
reading in the context of (26c). Other examples of sentence-focus are given in the news
reports in (27-29).

(27) Zure ama-k deitu egin  du.
your mother-E call do AUX
“Your MOTHER called.”

(28) Nere errelojua gelditu egin  bai-da.
my  watch stop do AFF-AUX
“My WATCH has stopped.”

(29) Kartera  galdu zait.
wallet lose AUX
“My WALLET is missing.”

For each of the examples in (27-29), there is a narrow-scope/wide-scope ambiguity, as in
the ‘car broke down’ example in (26). What this means is that preverbal position in Basque
cannot be equated with argument-focus construal.

Basque has disambiguating devices for both predicate-focus and sentence-focus. These
indicate that the different focus construals we have talked about are true ambiguities. In the
case of predicate focus, we find that a construction which Aske (1997) calls DELAYED
FOCUS forces a predicate-focus reading. The contrast between delayed focus and preverbal
focus is nicely illustrated by the following passage from de Rijk. The lines are from an old
folk tale about some brothers setting out on a quest:

(30) a. Bat-ek topau eban astronomo bat
one-E run-into AUX astronomer  one-A
“One (brother), he met an astronomer.”
b. Bigarren-ak sastre bat  topau eban.
second-E tailor one-A run-into AUX
“The second, he came across a tailor.”  (de Rijk 1969:348)

In the first passage, delayed focus is used to convey predicate focus. The new information
is that the brother met an astronomer. By the second passage, (30b), the reader can treat as
background the open proposition ‘A brother ran into X’. This background makes it
appropriate to produce an argument-focus assertion, in which the focal argument is in
preverbal position. In the case of sentence focus, Spanish-like inversion appears to provide
for unambiguous sentence-focus construal. Examples of inversion constructions are given
in (31-33). Example (31) is taken from an old tale of a wife’s tough love plan to reform her
inveterate drunk of a husband, while (32-33) are more recent examples.

(31) An etorren taberna-tik etxealde-ra trinkulun-trankulun
there came tavern-from  farmhouse-to bouncy-bounce
mozkortia.
drunk-(DET)
“There came the drunk tripping along down the road from the bar back to his
house.”  (de Azkue 1934: 264)

(32) eta eztanda egin du beste lehergailu batek
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and  explosion-A make AUX other bomb one-E

“...and another bomb exploded.” (Egunkaria newspaper, 1996)
(33) Balaztarik gabe geratu zen  kamioi bat.

brakes without appear AUX truck one-A

“Along came a truck with no brakes.” (Euskaldunon Egunkaria, 1997)

In (31-33) an inversion structure is used to convey sentence focus. Notice that the
postverbal elements in these examples are not antitopics or continuous topics, since they
denote discourse-new referents. Examples of postverbal focus provide further evidence
against an account of Basque syntax in which focus is identified with a single syntactic
position.

4. Conclusion

This analysis suggests a more descriptively adequate and typologically realistic picture of
the pragmatics of word order in Basque than one based on movement to a syntactic focus
position. The word-order permutations we have described now represent just one basic
construction for predications with NPs, in which:

* Focal scope in an OV or SV sequence is indeterminate, because of focus projection;
® There is at most one lexical argument per clause, and it is typically absolutive;

* One or more lexical NPs can appear in the extraclausal positions that are reserved for
detached topics.

We conclude that:

* Pragmatic generalizations based on word order should not be based upon relative
ordering of lexical NPs, since pragmatic functions and grammatical functions are
orthogonal: a lexical NP may not be an argument.

® Syntactic representation should be compatible with functional principles like
Lambrecht’s Principle of Separation of Reference and Role.

® We should not, however, overstate the isomorphism between syntactic representation
and pragmatic representation. The view that pragmatic construal is directly ‘read off’
syntactic representation is hard to maintain when we look closely at Basque as it is
spoken.

Endnotes

' We wish to thank José Luis Lazcano, Mikel Morris, and especially Alan King, for their
generosity in reviewing the data and analyses presented in this paper. Their insights and
suggestions have proved extremely helpful in characterizing the roles of topic and focus in
spoken Basque. Appreciated also are helpful suggestions and comments from Brad
Davidson, Jon Aske, and José Ignacio Hualde. Any errors in transcription or analysis are
thus solely our own.

* The uncited data were gathered in the Spanish Basque Country. They include both elicited
and spontaneous productions in the Gipuzkoan dialect of Basque; this dialect accounts for
the largest group of native speakers.

’ The markedness of focal ergative NPs, as captured by Du Bois’s (1987) Given A
Constraint, is suggested by their rarity in Basque corpora. Aske 1997 reports no instances
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of 0sV word order in his data bank, while de Rijk 1969 reports only 4%. With regard to
the Given A Constraint in particular, Bellver 1993 found that only 12% of ergative
arguments were new mentions in a Basque narrative.

¢ See Davidson 1996 for a similar discussion on the topicalizing function of emphatic
pronouns in spoken Madrid Spanish.
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From ergativus absolutus to topic marking in Kiranti:
a typological perspective

BALTHASAR BICKEL
University of California, Berkeley
University of Ziirich

1. Case markers as subordinators

In many languages, clauses can be subordinated by means of case markers. For
Bodic languages, a branch of Sino-Tibetan, Genetti (1986) has shown that the
meaning of case markers on clauses is in most instances a natural extension of their
function on nouns. A dative, for example, which marks a referential goal with a
noun, signals a situational goal, i.e., a purpose, when used on a clause. Among the
case markers recruited for subordination, we not only get relatively concrete cases
like datives, comitatives and various types of locatives, but also core argument re-
lators such as ergatives and accusatives. In this paper, I will focus on ergative
markers in one subgroup of Bodic, viz. in Kiranti languages spoken in Eastern Ne-
pal, especially in Belhare. A typical example of ergative case-marking on a clause is
the following:'

(1) cama m-pak-yakt-u-naga  ta-hatt-he-1.
food  3nsA-serve-IPFV-3U-ERG reach-TELIC-PT-1sA
‘I arrived there when they were dealing out the food.’

In Belhare the ergative is marked by -ga, but after vowels there is an alternative
form in -a. Where the forms compete, -ya seems to be slightly more emphatic and
typically appears when repeating an ergative expression. In subordinate clauses,
-ya ~ -a is always supported by a marker -na,® whose function will be elucidated
below. Outside subordinate clauses, the ergative has three basic functions: it indica-
tes a transitive actor (2a), an instrument (2b) or a cause (2c):

(2) a. tombhira-ya wa sei?-t-u.

lynx-ERG chicken kill-NPT-3U
“The/a lynx will kill the/a chicken.’

b. dabhek-pa n-cept-he.
khukuri knife-ERG  3nsA-cut-PT
“They cut it with the/a khukurt.’

c. cun-pa  si-yu.
cold-ERG  die-NPT
‘S/he will die from the cold.’

Given this range of meanings, the use of ergative markers as subordinators seems
to follow from the straightforward application of a grammaticalization scheme along
the lines sketched in (3):
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(3) ERGATIVE/INSTRUMENTAL > BECAUSE > WHEN/WHILE

Such a grammaticalization path is well-attested throughout Bodic (Genetti 1986),
but several observations cast doubt on this explanation in Southern and Eastern
(SE) Kiranti languages. These observations are discussed in Section 2. In Section 3
I propose an alternative explanation according to which SE Kiranti ergative clauses
derive from a reanalysis of relative constructions as absolute constructions, in
which the ergative functions like an absolute case in an Indo-European language
(e.g., the ablativus absolutus in Latin), viz., as a signal that its host NP has senten-
tial rather than referential or attributive force and that it supplies circumstantial
background information. The scheme in (3) might still explain the choice of the er-
gative as the absolute case, but it falls short of accounting for all aspects of the con-
struction. Section 4 closes the paper by discussing the Kiranti findings against the
background of a general typology of absolute constructions.

2. Problematic aspects of a grammaticalization account

While an account in terms of grammaticalization may hold for other Bodic lan-
guages, most semantic, morphological and syntactic properties of SE Kiranti erga-
tive clauses are left unexplained by the developmental scheme in (3) or are even
hard to reconcile with it. I first focus on the semantics of ergative clauses (Section
2.1), before moving on to morphological structure (Section 2.2) and syntactic dis-
tribution (Section 2.3).

2.1. The function of ergatives in subordinate clauses

From the scheme in (3) it would appear that causal readings figure prominently
among the available interpretations. Indeed, in other languages where ergatives are
found on clauses, the prototypical function they assume is causal. This is the case
in many languages of Nepal (both Sino-Tibetan and Indo-European) and also in
Tibetan (cf., among others, Genetti 1986, 1991; Gyurme 1994; Tournadre 1996):

(4) stag manpo yod pa-s na-s  gcig bsad-pa yin.
tiger many have NZR-ERG 1s-ERG one kill-NZR AUX:PFV
‘Because there are many tigers I killed one.” (Genetti 1991:231)

While Northern Kiranti languages such as Thulung (Ebert 1994:135) or Yamphu
(Rutgers 1998:274) show essentially the same pattern, the functional range of erga-
tive clauses is quite different in the Scuthern and Eastern part of the Kirant.® In
Belhare, cause relations are typically expressed by sequential clause chaining,
which follows the universal logic of Post Hoc Ergo Propter Hoc “after this, there-
fore because of this’ (see Haiman 1985 for similar patterns in other languages):

(5) a. mai-lur-he kina Khar-e-na.
1sU-tell-PT SEQ go-PT-e
‘He told me and then I went’ = ‘I went because he told me so.’



40

b.ika khar-e-ga? — un-na mai-lur-he kina=mu!
why go-PT-2 3-ERG 1sU-tell-PT SEQ=OBVIOUSLY
‘Why did you go? — Because he told me [what else do you think?!}’

This is all the more remarkable as kina (~ ki ~ kinahup) is not a marker for causal-
ity: the ergative subordinator -naga ~ -naa could easily take over functional ground
here. In elicitation it is possible to get causal readings from ergative clauses, but
such examples are hard to come by in natural discourse:

(6) u-lamma kar-a-naa cama n-ca-at-ni,
3POSS-appetite come.up-SUBJ-ERG food NEG-eat-PT-NEG
tara u-sak lus-a-naa.

but  3POSS-hunger be.felt-SUBJ-ERG
‘S/he doesn’t eat because [the food] is appetizing, but because s/he is hungry.’

The core function of ergative clauses is different. It lies in signaling a sentential
topic, that is, “a framework within which the main predication holds” (Chafe
1976). As is typical for topic clauses in many other languages (Haiman 1978), this
often translates as a conditional clause:

(7) nka-na har-e-n=be kochu lis-a-n-naa. <G4.56b>
1s-TOP bite-PT-1sA-IRR dog be-SUBJ-e-TOP
‘T would have bitten him if I were a dog.’

Being full-fledged discourse topics, the scope of ergative subordinate clauses is by
no means limited to single predications. Especially in narratives, it is not uncom-
mon to find ergative clauses setting the stage for a longer stretch of discourse. This
use defies direct translation; it is perhaps best captured by a colon in English writ-

ing:

(8) n-kond-a-ch-u-lo ansar-ai bicar-ai cok-sa p-khar-a-chi-napa
3ns-search-SUBJ-d-3U-COM thought-EMPH opinion-EMPH do-CONV 3ns-go-SUBJ-d-ERG
sadhu-rok=phu ta-he, sannesi ta-he, sitaratei-sa, kina, “gka-na
pure-FOC=REP come-PT ascetic come-PT sitar play-CONVSEQ 1s-TOP
jogi-na, yan nak-cai-2-pa-ha”  cek-sa, kinahungo Ram
mendicant-e DISTR ask.for-eat-NPT-e-NZR say-CONV SEQ R.
Lachuman-chi-naha un-chik-naha khimm-e mokkha-et-tok=phu lig-he
L.-ns-GEN 3-ns-GEN house-LOC  porch-LOC-FOC=REP enter-PT
kinahuggo. . . <KP59a>
SEQ
“Thinking and considering, theyd went looking for [S1ta]: (-naya) maybe it
was a sadhu who came, or a sannyast came, playing the sitar. Then he would
say: “I am a yogT, I am one who asks everywhere for food.” And then he
would go onto the veranda at the house of Rama and Laksmana and then...’

The ergative clause in this example describes the general background for the
thoughts that are reported in the subsequent paragraph, it explains why these
thoughts are relevant for the overall narrative.
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In other situations, the sentential topic described by an ergative clause simply
indicates the temporal and spatial circumstances of the main clause event. In the
presence of imperfective aspect in either the subordinate or the main clause, this
creates what aspectologists call a ‘scheme of incidence’, where one event interrupts
another event going on in the background, as in the introductory example (1). With
the (unmarked) perfective aspect, by contrast, the reading is usually sequential:

(9) i-net-nahupy  Kathmandu khar-e-i-ya. Kathmandu khar-i-n-napa

DIST-LOC-ABL K. go-PT-1p-e K. go-1p-e-ERG
i-na Makanpurjilla-e pheri tarkari-ro  his-si  khar-e-i-na.<sT4>
DIST-DEM M. district-LOC again vegetable-FOC look-SUP go-PT-1p-e

‘From there we® went to Kathmandu. After we® had gone to Kathmandu, in
Makvannpur district it was again vegetable [fields] that we® went to see.’

For an account of ergative clauses in terms of the grammaticalization path sketched
in (3), this reading is crucial because it bridges between BECAUSE and WHEN via
notions of logical SOURCE and temporal SEQUENCE (Genetti 1986). However,
the sequential reading is already predicted by the aspectual choice, and there is no
reason to attribute ‘sequentiality’ to the semantics of the subordinator. Moreover,
among the available interpretations, this use of ergative clauses is rare and virtually
limited to tail-head linkages as in (9). In other cases, sequential relations are en-
coded by chaining constructions of the type exemplified by (5) above.

In other SE Kiranti languages, the situation is similar although causal readings of
ergative clauses are found in discourse. Nonetheless, sequential readings seem to
be rare again, whereas WHEN and IF readings are very common if not the default
choice (cf. van Driem 1987:231 on Limbu; Ebert 1997:149 on Athpare). The fol-
lowing example is from Phedappe Limbu (van Driem 1987:233):

(10) ke-da-?ille anga ta-2¢ wai-Ze.
2-come-ERG 1s come-1sNPT AUX-1sNPT
‘By the time you show up, I'll have come [back].’

It is of course possible that, functionally, clausal ergatives split away long ago
from the instrument, cause and agent readings they have on nouns, but there is no
positive evidence for such a historical development. There is, however, positive
evidence against such a scenario. This is what I turn to in the following section.

2.2. The morphological structure of ergative clauses

The most important morphological feature of ergatives in subordinate clauses is
that, unlike comitatives and other cases, they are not directly attached to a finite verb
form but instead follow another morpheme. This morpheme is -na in Belhare and
Athpare, where it is obligatory, and -%in (~ -7l) in Limbu, where it is optional in at
least one dialect (Phedappe). The markers are all systematically homophonous with
definite or specific articles.

Unlike what we are used to in modern European languages, SE Kiranti articles
can appear on the attribute instead of the head noun, and in Belhare and Athpare
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they are even restricted to this position (Belhare example; see Bickel 1999 for dis-
cussion):

(1) tu-na  khim Vs. tu-kha khim
up-ART house up-NZR house
‘the house up there’ ‘a (unspecific) house up there’

The similarity between the article and the pre-ergative marker on subordinate
clauses is unlikely to be due to accidental homophony as we find the same formal
convergence in the case of the etymologically distinct marker -7%in in Limbu. How-
ever, no explanation for the appearance of the article is readily available if we as-
sume ergative clauses to develop through gradual semantic extension of regular case
constructions. Kiranti languages do not necessarily require nominalization in order
for case-markers to be attached to clauses. The Belhare comitative in -lo, for in-
stance, directly follows finite verbs (cf. gkondachu-lo ‘while they searched’ in (8)
above) and, as noted before, in at least one dialect of Limbu, the ergative can optio-
nally appear on clauses without additional marking as well (e.g., ta-lle ‘come-ERG’,
i.e., ‘when he came’; van Driem 1987:234). Moreover, even if we assume that the
additional marking found on ergative clauses has a nominalizing function, why is it
not a plain nominalizer that is chosen, if the language has one, as in Belhare (-khak,
Bickel 1999) and Limbu (-pa, van Driem 1987:193-99)? The presence of the article
calls for a different explanation.

2.3. The syntactic distribution of ergative clauses

Other problems with the grammaticalization account in (3) have to do with the syn-
tactic distribution of ergative clauses. In line with their topic-indicating function,
ergative clauses are ‘ad-sentential’ (Bickel 1991), i.e., outside the main clause
rather than embedded in it. This contrasts with other case-marked clauses, notably
with comitative clauses, where the case marker indicates — through simple exten-
sion of its meaning on nouns — an accompanying circumstance (cf. again ykonda-
chulo in (8) above). The difference is evidenced by the possible scope of main
clause negation in Belhare. Comitative clauses, which are intrasentential consti-
tuents, always attract the scope of main clause negation, to the exclusion of the
main predication (12a). Ergative clauses, by contrast, do not necessarily attract ne-
gation scope (12b):

(12) a. taw-a-lo kam n-cok-gatt-u-n.
come-SUBJ-COM work NEG-do-PT-3U-NEG
‘He didn’t [keep] working up to [the time] he came here.’
b.i-na taw-a-naga  unbhasan cok-ma-ro mi-y-pi-att-u-n. <fL.71.17>
DIST-DEM come-SUBJ-ERG 3 speech do-INF-FOC 3nsA-NEG-allow-PT-3U-NEG
“They didn’t allow him to deliver a speech when he came here.” (but at an-

other time and place they did allow it.)
or: ‘He came here, but they didn’t allow him to deliver a speech.’

(12a) implies that the referent did engage in the activity denoted by the main verb,
i.e., what is negated is the circumstance, not the main event. From the sentence in
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(12b), by contrast, it does not necessarily follow that the main event ever occurred.
This difference in scope properties is unexplained under a grammaticalization ac-
count: why should the semantic shift from ERGATIVE/INSTRUMENTAL to
WHEN entail a shift in scope properties? — For this, we need a different expla-
nation.

Another difficulty for the grammaticalization approach is that the ad-sentential
topic function established by ergative clauses is also available with plain NPs, but
only under one condition: unlike topic NPs in, say, Chinese or Lahu, Belhare NPs
marked by -naga ~ -naa require a propositional interpretation. In other words, a
construction like (13a) can only be understood as an implicit conditional clause and
can therefore be continued only by a sentence like (13b) and not by anything like
(13c¢):

(13) a.patrika-napa, ...
newspaper-ERG

‘if there/it were a newspaper, ..." not: *“as for the newspaper, ..."

‘b....  pka=cha nis-e-n=be.
1s=ADD know-PT-1sA=IRR
‘... I would have known too.’

C. *... ucholiat samacar p-watt-he-ni.
new news NEG-be-PT-NEG
‘... there was no news.’

If ergative clauses are topic constructions developed through grammaticalization,
there is no reason why an expression like patrikanana should not be able to describe
a general topic. Again, another explanation is needed.

3. Relative clauses, articles and the ergativus absolutus

The key to an alternative account of ergative clauses in SE Kiranti comes from rela-
tive constructions. Apart from prenominal constructions as in the Belhare example
(14a), SE Kiranti languages allow, albeit as a minor pattern, internal-head con-
structions as illustrated by (14b). The article is used in both cases in the same way
as it was in some dialects of Ancient Greek (especially Ionic and Aeolic), viz. as a
‘linker’ or ‘joint’ (= Lat. articulum, whence Engl. article) between an attribute
clause and its head noun (cf. Bickel 1995, 1999):

(14) a. asamba niu-s-u-1-na ma?i-ya  paisa khat-lott-he.
last.night see-TRANS.PERF-3U-1sA-ART person-ERG money take-TELIC-PT
‘The person I saw last night took the money.’
b. asamba ma?i niu-s-u-p-na-pa paisa  khat-lott-he.
last.night person see-TRANS.PERF-3U-1sA-ART-ERG money take-TELIC-PT
‘The person I saw last night took the money.’ or:
‘When I saw the person, s/he took the money.’




44

The internal-head version (14b) is formally identical to a subordinate topic clause —
the only difference is in the interpretation. I propose that the semantic shift is due to
a reanalysis of the construction as an ergativus absolutus, i.e., as an absolute con-
struction parallel to what is known in Indo-European languages.

The core property of absolute constructions is that the erstwhile attribute
(niusuynana) is understood as a predicate. In this interpretational shift, the case
desinence loses its standard meaning and comes to signal that the host NP has a
predicative rather than an attributive or referential force. Where an attributive read-
ing is semantically impossible as in the earlier examples, the reanalysis is compul-
sory and the shift complete. Absolute constructions are renowned for a wide range
of interpretational possibilities, but from a discourse perspective, they are centered
on a general notion of sentential topic: they recapitulate previous information or set
the stage anew for the following (Holland 1986, Bickel 1991:138-40, Keydana
1997). This corresponds exactly to what we found in Kiranti, and in these lan-
guages, the topic function receives further support from the fact that the reanalysis
of attributes as predicates also entails a reanalysis of the attribute-marking device,
i.e., of the article (-na). Since there is no longer a head noun that it could specify,
the article only retains its discourse function, which is to signal topicality. This is a
short step since specific or definite NPs tend to be topical and vice-versa. Once the
article is reanalyzed as a topicality marker, it can be used even outside absolute con-
structions, and this is indeed what we find: the marker -na has become a common
means of topicalizing constituents clause-internally, i.e., without putting them into
an ad-sentential position (Bickel 1993). Examples for this are pka-na harepbe ‘as
for me, I would have bitten him’ in (7) and yka-na jogipa ‘as for me, I am a yogT’
in (8).

The single-most important difference from absolute constructions in Indo-Euro-
pean is the fact that Kiranti absolutes derive from attribute constructions that do not
show the kind of NP-internal case-agreement that is characteristic of Indo-European
(cf. Nichols 1982): the ergative function of the NP is not copied onto any of its
sub-constituents. Accordingly, the subject of the absolute construction does not in-
herit absolute case from the predicate, as it would in Indo-European. The subject
ina ‘that one, he’ in (12b), for example, remains in the (unmarked) absolutive. Just
as attribute constructions can be headless, however, so can absolute constructions
be without subject:

(15) asamba  niu-s-u-n-na-ga paisa khat-lott-he.
last.night see-TRANS.PERF-3U-1sA-ART-ERG money take-TELIC-PT
“The one I saw last night took the money.” or

‘When I saw him/her, s/he took the money.’

It is well-known in Indo-European linguistics that the only obligatory constituent of
absolute constructions is the participle (among many others, cf. Serbat 1979, Bickel
1991:140, Keydana 1997:22). At least some expression must be included that al-
lows the construal of a proposition. This explains, finally, why a simple noun
marked by an absolute ergative (as in (13)) can only be understood as having sen-
tential vaiue. The effect is the same as with Latin expressions like Cicerone consule,
where the absolute ablative in -e triggers a propositional reading ‘when Cicero was
consul’.
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4. Conclusions and typological issues

An analysis in terms of an absolute construction explains (i) why SE Kiranti erga-
tive clauses typically include an article that is otherwise used for relativization, (ii)
why they are in adsentential position rather than embedded in the main clause, (iii)
why article+ergative marking can create sentential but not referential topics and (iv)
why the core function of the construction is the description of discourse frame-
works rather than of propositional causes. This analysis does not contradict the
grammaticalization scheme in (3), but limits its scope. The scheme may still provide
an explanation for why the ergative/instrumental/cause marker, rather than, say, the
genitive, is chosen as the absolute case. This choice was no doubt supported by
contact with other languages of the area, which, as noted in Section 2.1, did follow
the path in (3) and grammaticalized the ergative into a marker of causal subordina-
tion. However, instead of venturing here further into an historical explanation, I
wish to explore in the remainder how the SE Kiranti data fit into a general typology
of absolute constructions.

Absolute constructions appear to be rare outside of Indo-European. They are
known in Finnish, where the absolute subject is in the genitive and the participle in
the partitive case (Flinck 1924, Kénig & van der Auwera 1990):

(16) [Peka-n herit-ty-i] Liisa ldhti  toi-hin.
P.-GEN  wake.up-PPP-PART L. leave-PT work-ILLAT
‘When Pekka woke up, Liisa went off to work.’

From the data discussed by Evans (1995:542-49), it appears that dat. abs. (and
perhaps loc. abs.) constructions are used in some Tangkic languages of Northern
Australia, as in the following Yukulta example (in Evan’s 1995 orthography):

(17) dangka-ya=kanda  kurri-ja maku, [kunawuna-ntha jambila-tharrba-ntha].
man-ERG=AUX:3>3PT see-IND woman child-DAT kick-PRIOR-DAT
‘The man saw the woman as the child kicked her.’ (Keen 1983:246)

At least one Pama-Nyungan language (Warlpiri), too, seems to have dat. abs. con-
structions, although the construction is currently dying out (Simpson & Bresnan
1983:62). Other absolute constructions are found in two North American families,
Yuman (Winter 1974) and Muskogean (Bickel 1991:175f). Yuman languages use
an ‘associative’ case suffix as in Maricopa Bonnie-m ‘with Bonnie’ or Zi-m ‘with
the stick’ (Gordon 1986:43):

(18) [da-sh ma-m] ?-maa-uum.
DEM-NOM be.ripe-ASS (SUB:DS) 1-eat-INC
‘Tl eat it because it is ripe.” (Gordon 1986:278)

Muskogean relies on object markers (Chickasaw examples):

(19) a. hattak-at an-k-a abi-tok.
man-NOM  1sPOSS-father-ACC  kill-PT
‘The man killed my father.” (Munro & Gordon 1982:88)
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b. [ofi? yamma pis-li-tok-a] illi-tok.
dog ART see-1sA-PT-ACC (SUB:DS) die-PT
‘After I saw the dog, it died.” or ‘The dog I saw died.” (op.cit. 94)

In contrast to Indo-European and Australian languages, the embedded subject af
present) is not assigned absolute case in Yuman and Muskogean. The reason is the
same as in Kiranti: the absolutes derive in these languages from attribute construc-
tions without NP-internal case agreement.

Most absolute constructions have developed into a formal switch-reference devi-
ce. Synchronically, the Yuman and Muskogean absolutes illustrated by (18) and
(19), respectively, are probably best analyzed as different-subject markers. This has
a parallel in Uto-Aztecan: in this family, the wide-spread different-subject marker
_ku can be reconstructed as identical with the accusative suffix *-kV (Jacobsen
1983:174), which suggests a prehistorical development from acc. abs. to different-
subject marking. In agreement with these developments in America, Indo-Euro-
pean, Finnish and Tangkic absolutes also usually signal referential discontinuity.
This is true even when the absolute subject is missing as in the following examples
from Ancient Greek (20a) and Yukulta (20b):

(20)a. [pek de tottou thatton proié-nt-on shin kraug-€]
outPTCL DEM:GENsM faster  proceed-IP-GENpM with shout-DATs
apo tofl autométou drémos e-géne-to
from ART:GENsM spontaneity:GENs run:NOMs PT-become-3sIMPERF.MED

tois stratidt-ais. <Xen. Anab. 1,2, 17>

ART:DATpM soldier-DATp

‘But afterwards, as they (the leaders) proceeded faster and with a loud
shout, the soldiers took to a running pace by themselves.’

b. baa-ja=kandi dathin-ki dirr-i [¢ bala-tharri-nja=ma).
bite-IND=3>3POT DEM-ERG snake-ERG hit-NEG.IND-DAT=if
“That snake will bite if (someone) doesn’t kill (it).” (Evans 1995:545)

However, the referential discontinuity condition is not an intrinsic and necessary
property of absolutes (Morani 1973, Haiman 1983, Keydana 1997). Rather, it is
the result of a pragmatic competition with conjunct participles (participia coniuncta)
that show case agreement with a coreferential argument of the matrix, occupy
roughly the same adsentential position as absolutes, and fulfill a similar discourse
function (Bickel 1991:171-76). This is found in the classical Indo-European lan-
guages as much as in Australia. Notice, however, that in Tangkic languages, case
markers typically spread on all constituents of the conjunct clause (as a result of
Suffixaufnahme, on which see Plank 1995):

(21) a. [hot dé ton aftio-n thed-n  humnod-nt-es]
where thus ART:ACCsM responsible:ACCsM god:ACCs  praise-IP-NOMpM
dikafos an  humn-oi-men Erdt-a. <Pl Symp. 193d>
rightly PTCL praise-OPT-1p  Eros-ACCs
‘If we thus praise the responsible god, we may rightly praise Eros.’
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b. danka-ya=karri  ngida karna-ja [makurrarra-wurla-ya karna-jurlu-ya).
man-ERG=3>3PRES wood light-ACT wallaby-PROPR-ERG light-PURP-ERG
‘The man lit the fire in order to cook the wallaby.” (Keen 1980:247)

Being the result of pragmatic competition, the referential discontinuity condition is
not a strict syntactic constraint and can be overridden under certain circumstances.
This is true, again, for both Indo-European and Tangkic:

(22) a. [asthenésa-nt-os aut-oli] oudépote ap-é-leip-e
feeble-IP-GENsM 3-GENsM never away-PT-leave-3sIMPERF
ton papp-on,. <Xen. Cyr.1, 4, 2>
ART:ACCsM grandfather-ACCs
‘When he was sick, he would never leave his grandfather.’

b. mutha=kurrarringka kurri-kurri-ja [g, wirrka-jarrba-ntha
lot=AUX:3p>InsPT  watch-RED-IND dance-PRIOR-DAT

wangarr-inaba-ntha].
corroborree-ABL-DAT
‘A big mob watched us dancing the corroborree.” (Evans 1995:544)

Referential continuity, however, is least likely between subjects, and this tendency
can easily grammaticalize into a syntactic constraint. This suggests the possibility
that the different-subject condition in American languages, too, arose from compe-
tition with competing coreference-indicating forms. Indeed, all languages of this
part of the world which show a development from absolute case to different-subject
marking also have same-subject converbs used in a similar subordinate position.
While in Muskogean it is likely that the same-subject converbs derive from nomina-
tive-marked conjunct participles (in -7), thus further strengthening the parallel to
Indo-European, they seem to have had a different origin in Uto-Aztecan and Yuman
(cf. Jacobsen 1983).

In SE Kiranti languages, the situation is radically different: Here, absolute con-
structions do not compete with coreference-indicating forms. While they exist, such
forms are limited to supines (in -si, e.g., hissi ‘in order to look’ in (9) above) and
tightly embedded adverbial converbs (in -sa, e.g., coksa ‘doing’ in (8) above).
Both these forms have a completely different distribution in discourse than the erg.
abs. construction (see Bickel 1993). In the absence of any pragmatic pressure, there
is no reason for the erg. abs. construction to develop a ban on referential interlac-
ing, and, as examples (8) and (9) attest, it indeed freely tolerates subject continuity.
Instead of developing into a switch-reference marker, the Kiranti erg. abs. con-
structions have elaborated on the discourse function of absolutes and have thereby
become general markers of sentential topics. This, and the observation that the de-
velopment of switch-reference in other languages results from pragmatic com-
petition with other forms, suggests that, from a universal perspective, the funda-
mental issue in absolute constructions is not referential discontinuity. Rather, what
is important is that a case marker is used to establish an erstwhile attribute as a
predicate with a backgrounded, often topical discourse value.
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Notes

Research on this paper was supported by the Swiss National Science Foundation, Grant No. 8210-
053455. A preliminary version was presented at the 4th Himalayan Languages Symposium in
Pune, India, 7-9 December 1998. I am grateful to Carol Genetti, Boyd Michailovsky, John Peter-
son, Sabine Stoll and the BLS audience for very helpful comments. All remaining errors are mine.

! Abbreviations: A ‘actor argument of a transitive verb’, ABL ‘ablative’, ACC ‘accusative’, ACT
‘actual’, ADD ‘additive’, ART ‘article’, ASS ‘associative’, AUX ‘auxiliary’, COM ‘comitative’,
CONV ‘converb’, d ‘dual’, DAT ‘dative’, DEM ‘demonstrative’, DIST ‘distal’, DISTR ‘distribu-
tive’, DS “different subject’, e ‘exclusive’, EMPH ‘emphatic’, ERG ‘ergative’, FOC ‘focus’, GEN
‘genitive’, ILLAT ‘illative’, INC ‘inceptive’, IND ‘indicative’, INF ‘infinitive’, IMPERF ‘imper-
fect’ IP ‘imperfective participle’, IPFV ‘imperfective’, IRR ‘irrealis’, LOC ‘locative’, M ‘mascu-
line’, MED ‘middle voice’, NEG ‘negative’, NOM ‘nominative’, NPT ‘non-past’, ns ‘non-
singular’, NZR ‘nominalizer, OPT ‘optative’, p ‘plural’, PART ‘partitive’, PASS ‘passive’,
PERF ‘perfect’, PFV ‘perfective’, PPP ‘past passive participle’, PRES ‘present’, PRIOR ‘prior’,
PROPR ‘proprietive (case)’ POSS ‘possessive’, POT ‘potential’, PT ‘past’, PTCL ‘particle’,
PURP ‘purposive’, RED ‘reduplicated sequence’, REP ‘reportative’, s ‘singular’, SEQ ‘sequential’,
SUB ‘subordinator’, SUBJ ‘subjunctive (mood)’, SUP ‘supine’, TRANS ‘transitive’, TOP ‘topic’,
U ‘undergoer argument of transitive verb’. ‘=" marks a clitic boundary, *>" a transitive relationship.
? _na-a is realized tautosyllabically, i.e., as [na:]. In a preliminary report (Bickel 1993), I misinter-
preted the lengthening as a top-down effect of clause-final ‘comma’ intonation and wrote -na in the
practical orthography (vocalic length is not phonemic in Belhare). After that, my friend and consul-
tant Lekh Bahadur Ra1 insisted on two distinct vowels. He furthermore proposed that the subordi-
nators -na-a and -na-ya are parallel to the two allomorphs of the ergative on vowel-final nouns
(e.g., malia ~ matiga ‘person-ERG’) and that it is my task to find out why. Here is, then, my
response, which I offer in deep gratitude to Lekh Bahadur’s never-tiring help in studying his
mother-tongue.

3 Southern and Eastern languages appear to form a typological unit in several other respects as
well (Ebert 1994). Given the current state of research, it is uncertain whether this is also a genetic
unit.
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Complex noun, multiple inheritance, and
internally headed relativization in Korean

CHAN CHUNG
Dongseo University

1. Introduction

One of the major tasks in linguistics is to account for some peripheral or
idiosyncratic phenomena through general principles which are relatively well-
accepted cross-linguistically. The goal of this paper is to explore an account of
the mixed-categorial and mixed-functional properties of the Korean Internally
Headed Relative Clause (IHRC) construction from this perspective. Theoretically,
our analysis is based on the notions of argument composition (Hinrich and
Nakazawa 1994) and construction type inheritance (Sag 1997 and Malouf (To
appear), among others). The organization of this paper is as follows. Section 2
discusses the syntactic and semantic properties of the [HRC." Section 3 proposes
how the properties are accounted for by the notions of multiple inheritance and
argument composition. Section 4 is the conclusion.

2. Properties of the IHRC construction
2.1. Middle-distance dependency
Consider the typical example of the THRC in (1):
(1) Na-nun [[totwuk-i unhayng-eyse nao-nunj kes,-ul]  capassta.
I-Top thief-Nom bank-from come-out-Adn KES-Acc caught
T arrested the thief who was coming out of the bank.'

In (1), the locality principle seems to be violated in the sense that the object,

totwuk-i 'thief, subcategorized for by the matrix verb, capassta ‘caught', appears

within the embedded constituent. To account for this fact, arbitrary coindexation
between an element within a relative clause and the head of the IHRC kes is

generally assumed (e.g., Jhang 1991, Kuroda 1992, and Hoshi 1994, Chung 1996,

among others).”

As shown in (2), however, the THRC construction in Korean cannot be
considered as an instance of the genuine unbounded dependency:

(2)a. Nanun [kutul-i [__; unhayng-eyse nawassta-ko] malha-n]
[-Top they-Nom bank-from came-out-Comp say-Adn
totwuk,-ul  capassta.
thief-Acc  caught
T arrested the thief who they said was coming out of the bank.'

b. *Na-nun [kutul-i [totwuk-i unhayng-eyse nawassta-ko]
I-Top they-Nom thief-Nom bank-from came-out-Comp
malha-n] kes;-ul capassta.
say-Adn KES-Acc caught
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In (2a), which is an instance of the externally headed relative clause construction,
the head of the EHRC phrase, torwuk, is construed with the gap within the
embedded clause like the English relative clause. However, in (2b), the head of
the IHRC phrase, kes, cannot be construed with the embedded subject, totwuk,
showing that the Korean IHRC is not an instance of the genuine unbounded
dependency construction.

2.2. Mixed-categorial properties of the IHRC phrase

The IHRC phrase externally has the nominal property in that it bears
accusative, nominative, or genetive case as shown in (1) and (3), while the typical
clause cannot bear such case.

(3) a. [Mwul-i nemchin kes-i] alay chung-ulo hulessta.
water-Nom overflow-Adn KES-Nom lower floor-to  flowed
Lit. 'The overflowed water flowed to the lower floor.'
b. [totwuk-i unhayng-eyse nao-nun kes-uy] chepho
thief-Nom bank-from come-out-Adn KES-Gen arrest
'the arrest of the thief who was coming out of the bank.’

However, the IHRC phrase also has a verbal property in that it allows subject-
to-object raising:

(4) Na-nun totwuk-ul unhayng-eyse nao-nun kes-ul capassta.

I-Top thief-Acc bank-out-of come-out-Adn KES-Acc caught

Tarrested the thief who was coming out of the bank.'

In (4), the embedded nominative subject totwuk-i in (1) is realized as an
accusative NP fotwuk-ul, which suggests that the embedded subject can be
"raised" to the object of the matrix verb capassta. Thus if we simply assume that
the IHRC phrase is an NP reanalyzed from an S (e.g., Jhang 1991, Kuroda 1992,
and Hoshi 1994, among others), we encounter some difficulties in the account of
the raising fact. That is, such raising is generally not allowed across two bounding
nodes such as an S and an NP.

We may consider that (4) is not the raising construction derived from (1) buta
totally different construction where the constituent [unhayng-eyse nao-nun kes-
ul] is a kind of appositive parenthetical expression. The typical example of the
parenthetical is in (5), where the head of the parenthetical is non-expletive nom-ul
'guy":

(5) Na-nun totwuk-ul, ku khi-ka ku-n nom-ul, capassta.

I-Top  thief-Acc  the height-Nom tall-Mod guy-Acc caught

T arrested the thief, the guy who was tall.'

It seems, however, that (4) cannot be considered as the parenthetical construction.
If (4) and (5) are the same parenthetical construction, the head noun of the
parenthetical nom-ul in (5) may be substituted by kes, as in (4). However, this
prediction is not born out, as shown in (6):
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(6) ??Na-nun totwuk-ul khi-ka khu-n kes-ul capassta.
I-Top  thief-Acc height-Nom tall-Mod KES-Acc caught
' arrested the thief, the one who was tall.'

In the analysis where (6) is considered as an instance of the IHRC, however,
the sentence is naturally ruled out simply because its non-raised version is also ill-
formed:

(7) ??Na-nun [totwuk-i  khi-ka khu-n kes-ul] capassta.
[-Top  thief-Nom "height-Nom tall-Mod KES-Acc caught
'T arrested the thief who was tall.'
According to Ohara (1996), the Japanese IHRC has the function of event
reporting, and thus it tends to allow only the stage-level verb to be the head which
denotes a temporarily bounded situation. We may assume that the constraint is
also imposed on the Korean IHRC to account for the awkwardness of (7) where
the head verb of the IHRC is a verb of an individual-level which denotes a
temporarily unbounded situation.

The case marking and raising facts suggest that the IHRC phrase has mixed

categorial properties of a nominal and a verbal.

2.3. Mixed-functional properties of the adnominal verb

The adnominal verb in the IHRC phrase semantically plays the role of an
adjunct, which is apparently indicated by the morphological ending of the verb, -
(n)un, and by the meaning of the whole sentence. However, there exist some
syntactic parallelisms between the constituency of the "adnominal-verb+tkes" in
the THRC phrase and that of the verbal complex. (The verbal complex is usually
analyzed as a combination of "verb+auxiliary verb", e.g., Cho 1988, Sells 1995,
and Chung 1998, among others.) The parallelisms suggest that the adnominal verb
also needs to be considered as a kind of verbal complement.

In the traditional Korean grammar, kes in the IHRC is called a "dependent
noun" in that it always requires a verb of an adnominal form and cannot exist
alone as a word:

(8) (Na-nun totwuk-i  unhayng-eyse) *(nao-nun) kes-ul capassta.
I-Top thief-Nom bank-from come-out-Adn KES-Acc  caught
Example (8) shows that the adnominal verb of the IHRC phrase, nao-nun 'come-
out', is neither optional nor can be realized as an empty category. It shows a sharp
contrast with the typical EHRC construction in (9), where the entire relative

clause, including the adnominal verb, is optional.
(9) (Na-nun unhayng-eyse nao-nun) totwuk-ul capassta.

[-Top  bank-from come-out-Adn thief-Acc caught

'T arrested the thief who was coming out of the bank.'

In the Korean verbal complex construction, the same observation can be made:
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(10) (Na-nun sakwa-lul) *(mek-e) poassta.

I-Top apple-Acc eat try as a test (AUX)

T tried an apple.'
Here the auxiliary verb poassta itself cannot exist as an independent word but
must be accompanied by its governed verb. However, in other constructions, such
as control verb constructions, the matrix verb can exist as an independent word,
without the governed verb:
(11) (Na-nun John-hanthey sakwa-lul mek-ulako) seltukhayssta.

I-Top J-Dat apple-Acc eat persuaded

' persuaded John to eat an apple.' ,

Another example showing the parallelism between the IHRC and verbal

complex constructions arises from the afterthought expression construction:
(12) a. *Na-nun kes-ul capassta, totwuk-i  unhayng-eyse nao-nun.

I-Top KES-Acc arrested thief-Nom bank-from  come-out-Adn

T arrested the thief who was coming out of the bank.'

b. Na-nun totwuk-ul capassta, unhayng-eyse nao-nun.
I-Top thief-Acc arrested bank-from come-out-Adn

Sentence (12a) is an instance of the IHRC construction, where the IHRC is used
as an afterthought expression. It shows that the IHRC cannot be used as an
afterthought expression differently from the externally headed relative clause in
(12b). It suggests that kes and the adnominal verb constitute a syntactic unit and
that they cannot be separated. The same pattern is also observed in the verbal
complex construction:
(13) a. *Na-nun poassta, sakwa-lul mek-e.

I-Top tried  apple-Acc eat

T tried an apple.’

b. Na-nun seltukhayssta, John-hanthey sakwa-lul mekulako.

I-Top pesuaded J-Dat apple-Acc eat

T persuaded John to eat an apple.’
(132) is an instance of the verbal complex where the auxiliary verb and its
governed verb cannot be separated, while (13b) is an instance of the control verb
construction where the matrix verb and its complement are separable.

Besides the arguments based on the lexical integrity, another parallelism
between the IHRC and verbal complex constructions arises from the fact that the
heads of the constructions, namely, kes in the IHRC and the auxiliary verb in the
verbal complex, are a kind of clitics diachronically derived from independent
words whose phonetic forms are the same. For example, the auxiliary verb pota
'try as a test' in (10) and (13) has a non-auxiliary-verb counterpart pota 'see',
which can be used as an independent word. The same observation can be made in
the IHRC. The head kes in the IHRC can never be used as a referring expression
and never takes a specifier such as ku 'the' and ce 'that":
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(14) *Na-nun totwuk-i unhayng-eyse nao-nun ku kes-ul capassta.
I-Top thief-Nombank-from  come-out-Adn the KES-Acc  caught
T arrested the thief who was coming out of the bank.'
However, there exists a referential noun counterpart kes 'thing', which can be used
as a referring expression and can take a specifier:

(15) Na-nun ku  kes-ul sassta.
I-Top the thing-Acc bought
'I bought the thing (it).'

To sum up, there are some parallelisms between the verbal complex and the
combination of "adnominal verb+kes" in the IHRC phrase. It suggests that the
combination in the ITHRC needs to be treated as a syntactic unit, namely, as a
complex noun. It also suggests that the adnominal verb needs to be considered to
have a dual function of a verbal complement and an adjunct.

2.4. Entity vs. event readings
Sentence (1) has only an entity reading, i.e., the object of the matrix verb of

(1) is not the whole event but the thief. In contrast, sentence (16) has only an
event reading, i.e., the object of the matrix verb is not the thief but the whole
event.
(16) Na-nun [totwuk-i unhayng-eyse nao-nun kes-ul] mollassta.

I-Top thief-Nom bank-from  come-out-Adn KES-Acc  not-knew

'T did not know that the thief was coming out of the bank.'

But not 'I did not know the thief who was coming out of the bank.'
The difference comes from the matrix verb. When the verb is a perception verb,
only the event reading is available. When it is a physical action verb, however,
only the entity reading is available. Then the question is how the difference can be
predicted from the syntactic perspective. In other words, if the internal structure of
the embedded constituent in (1) and (16) is assumed to be the same, and if the
coindexation between forwuk and the embedded constituent is possible in both
sentences, it may be hard to explain why only the physical action verb can have
the entity reading.

3. A new analysis
The goal of this section is to propose a new analysis of the IHRC through the
notions of multiple inheritance of construction types and argument composition.

3.1. Multiple inheritance of construction types

The notion of the multiple inheritance is used in Construction Grammar to
capture the fact that instances of some construction types seem to resist being
uniquely categorized in a natural way (Goldberg 1995). Sag (1997) and Malouf
(1998, To appear), among others, introduced the notion into the framework of the
Head-driven Phrase Structure Grammar (HPSG, Pollard and Sag 1994).
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