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Multilingual Fieldwork, and Emergent Grammars

ALEXANDRA Y. AIKHENVALD
Research Centre for Linguistic Typology, Melbourne

0. Abstract

Languages spoken in multilingual situations constantly influence each other.
Analyzing their grammars forces a fieldworker to step beyond a purely syn-
chronic approach, so as to account for linguistic systems in constant flux. The
ways in which languages adjust to each other, and yet keep separate, depend on
relationships between them. Tariana, the only Arawak language in the Vaupés
area in north-west Amazonia (famous for its institutionalized multilingualism),
converges towards its Tucanoan neighbours by developing new morphology out
of its own resources. Manambu, a Ndu language from the Sepik area of New
Guinea, now spoken alongside Tok Pisin and English, is evolving parallel gram-
matical structures: a Manambu form (free or bound) is accompanied by its equiva-
lent in Tok Pisin. The net result is a constant creation of multiple grammatical
subsystems, and enrichment of languages.

1. Fieldwork in a Multilingual Environment

For many years, linguistic theory has been oriented towards a ‘theoretical’ con-
struct — linguistic competence of an ideally monolingual speaker in a homogene-
ous speech community (see Sorensen 1972:91). However, the reality of linguistic
communities across the world is different. Multilingual communities — where
knowing and using several languages is a societal norm — appear to be much
more than a curious rarity. Various challenges await a fieldworker-grammarian
whose endeavour is to adequately describe and analyze the linguistic competence
of multilingual people.'

! Linguistic fieldwork is crucial for providing a factual base for an empirically-based science of
linguistics. Linguistic fieldwork of the 'immersion' type involves living among the people who
speak a language, learning the language, collecting stories and participating in the daily life (rather
than asking for translations into a local lingua franca). The ultimate aim is to provide a compre-
hensive analytical reference grammar, and written documentation of a language (see papers
overviewed in Aikhenvald 2007, on methodologies of fieldwork, and especially Dixon 2007 and
Mithun 2007, on documenting a language for varied audiences).
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Two forces are at work in multilingual situations. On the one hand, languages
constantly influence each other, and converge. On the other hand, they continue to
be separate. New grammatical patterns keep emerging, forcing a fieldworker to
step beyond a purely synchronic analysis of a language. The ‘why’ and the ‘how’
of such ‘emergent’ grammars correlates in each case with the relationships
between languages, and the language attitudes.

2. The Many Facets of Multilingualism

Multilingual communities vary in whether there is true multilingualism or simply
bilingualism, and what proportion of the community and which social groups are
involved. A stable societal multilingualism can go back a long way — as in the
Vaupés River Basin area of north-west Amazonia and East Arnhem Land in
Australia. Or it can be fairly shallow: in numerous areas of Papua New Guinea,
bilingualism in the local language and in Tok Pisin, the country’s major lingua
franca, goes back only two or three generations (see, for instance, Kulick 1992).

Languages can be roughly equal in status, as used to be the case in the Vaupés
area. Or one can be dominant over another, or carry more prestige — as does Tok
Pisin, and now also English, in many areas of New Guinea (see Kulick 1992,
Aikhenvald 2004). Relationships between languages and their spheres of use can
also involve diglossia (see Ferguson 1964, Hudson 2000, and Dorian 2002).
Diglossic language situations normally involve two (or more) varieties that
coexist in a speech community, in complementary distribution according to the
domains of usage (for example, one used at home, and another in other environ-
ments). Long-term stable multilingual situations do not require diglossic relation-
ships between languages (see a summary and references in Aikhenvald 2006).

Once a diglossic situation disappears, so may multilingualism. The major
sphere of usage for Western latmul among the Manambu of the Sepik area of
New Guinea used to be ritual discourse (e.g. spells, incantations and song genres).
Now that this ritual knowledge is on its way out, very few people know latmul.

If one group aggressively imposes its language on another group, contact may
result in language displacement, and eventual obsolescence. Language endanger-
ment may go hand in hand with ‘endangered’ multilingualism. This issue —
sadly, relevant for most parts of the world — lies outside the scope of the present
paper.

Within a multilingual community, languages in contact borrow and develop
new linguistic features — including phonetic traits and habits of pronunciation,
distinctive sounds (phonemes), construction types, grammatical categories, and
the organization of lexical and grammatical meanings. There can also be borrow-
ing of lexical and of grammatical forms. The extent of this varies, depending on a
number of cultural and social factors, including the degree of speakers’ awareness
and sense of purism, and also on the structure of the languages in contact. A
researcher venturing into a multilingual environment will daily face a contact-
induced language change ‘in the making’.
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In a situation of stable multilingualism with a substantial time-depth, some
contact-induced changes will be COMPLETED (cf. Tsitsipis 1998:34). Completed
changes cover those aspects of the grammatical system of a language which do
not show any synchronic variation. Speakers are hardly aware of these as ‘for-
eign’. ON-GOING or CONTINUOUS changes are those in progress; here the degree of
influence of the other language depends on the speaker’s age and possibly other
sociolinguistic variables. Speakers’ attitudes to the innovations may be suspicious
— yet they are undoubtedly the seeds of emergent structures (cf. Hopper 1987).

My aim here is to offer a brief illustration of ‘emergent grammar’ in two mul-
tilingual situations from different parts of the world, with different time-depths
and different language attitudes. Tariana is the only Arawak language spoken in
the linguistic area of the Vaupés River Basin (north-west Amazonia, Brazil),
characterized by long-term institutionalized multilingualism, rooted in ‘linguistic
exogamy’ — see section 3. Manambu, a Ndu language from the Sepik area of
Papua New Guinea, coexists with Tok Pisin in a relatively young bilingual
situation — see section 4.7 Both are true laboratories for ‘emergent grammar’ —
but the mechanisms employed are not the same.

3. Emergent Grammar in the Multilingual Vaupés: The Case of Tariana
3.1. Background

The Vaupés basin in north-west Amazonia (spanning adjacent areas of Brazil and
Colombia) is a well-established linguistic area, characterized by obligatory
multilingualism. This is based on the principle of linguistic exogamy: ‘those who
speak the same language as us are our brothers, and we do not marry our sisters’.
Marrying someone who belongs to the same language group is considered akin to
incest and referred to as ‘those who are like dogs’ (#inu kayu-peni). Language
affiliation is inherited from one’s father, and is a badge of identity for each
person.

Languages spoken in this area include the East Tucanoan languages Tucano,
Wanano, Desano, Piratapuya, Tuyuca (and a few others), and one Arawak lan-
guage, Tariana (spoken by over 100 speakers in two villages). Speakers of these
participate in the exogamous marriage network which ensures obligatory multi-
lingualism (see Aikhenvald 2002).°

2 1 started fieldwork on Tariana in 1991; the results include a reference grammar (Aikhenvald
2003), a dictionary and several text collections, besides a monograph on the impact of language
contact (Aikhenvald 2002). Fieldwork with the Manambu started in 1995; Aikhenvald (forthcom-
ing) is a reference grammar. I owe a debt of gratitude to the Brito and the Muniz family for
teaching me Tariana, their father language, and to my adopted family in Avatip (East Sepik, Papua
New Guinea) for sharing their native Manambu with me. Special thanks go to R. M. W. Dixon,
Nerida Jarkey, Gerd Jendraschek, Tonya Stebbins and Jessica Cleary-Kemp, for valuable com-
ments and suggestions.

3 Multilingualism based on linguistic exogamy appears to be rare world-wide, but is hardly
exceptional: a similar principle has been observed in the Wik-speaking areas of the Cape York
Peninsula and other areas of Northern Australia (Sutton 1978 and p.c., Rigsby 1997); also see
Stanford (2006) on the Sui minority in Southern China.
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There are no diglossic relationships between languages. The rules of ‘speech
etiquette’ require that a speaker should use the addressee’s father’s language, as a
matter of politeness.

A striking feature of the Vaupés linguistic area is a strong cultural inhibition
against language mixing viewed in terms of borrowing forms, or inserting bits of
other languages, into one’s Tariana. (Those who do so are disdainfully referred to
with a serial verb construction na-fiamura na-sape ‘they mix they speak’.) This
inhibition operates predominantly in terms of loan forms and items which contain
Tucanoan-like sounds, and also newly introduced loan-translations.

However, long-term interaction based on institutionalized societal multilin-
gualism between East Tucanoan languages and Tariana has resulted in the ram-
pant diffusion of grammatical and semantic patterns (though not so much of
forms) and calquing of categories. Comparison of Tariana with closely related
Arawak languages (e.g. Baniwa/Kurripako and Piapoco) helps identify the
diffused and the inherited features in Tariana.

Tucanoan languages and Tariana are genetically unrelated, and typologically
different. Like many Arawak languages, Tariana employs prefixes for subject
cross-referencing, while Tucanoan languages are predominantly suffixing. As a
result of a long-term contact, Tariana has developed numerous un-Arawak
features — including cases for core arguments and a fascinating system of eviden-
tials. These are instances of completed changes. On-going changes, on the other
hand, present the fieldworker with a flux of ‘emergent’ structures. Two major
mechanisms involve (a) loan translations, or calques, and (b) expanding the
meaning of look-alikes.

3.2. How Loan Translations Help Create New Grammar

Tariana is highly polysynthetic, with at least 20 suffix and clitic slots in the verbal
word (see Aikhenvald 2003:253-5). Multiword serial verb constructions convey
aspectual, modal and Aktionsart meanings. Each of the components cross-
references the subject; they have to have the same polarity and tense-evidentiality
value. This structure, shared with Tariana’s relative Baniwa, is illustrated in (1)
— considered good traditional Tariana, just the way ‘our grandfathers spoke’:*

(1) pi-hiia-ka pi-sita piha
2sg-eat-RECENT.PAST.VISUAL 2sg-finish you
“You have finished eating; you are done eating’ (I saw you eat)

Tucanoan languages, especially Tucano, have verb compounds (or single-
word serial verbs). The second component may express a concomitant action, or

* Abbreviations are: COM - comitative; fem - feminine; FUT - future; LK - linker; LOC - locative;
masc - masculine; O - object; pl - plural; PRED - predicate marker; sg - singular; SUBJ - subject.
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add an aspectual overtone, as does -foha- ‘finish doing something; ‘already’’ in
(2), from Tucano (Ramirez 1997, Vol. 1:97, Vol. 2:195):

(2) ba’a-toha-apd mo’d
eat-FINISH/ALREADY-RECENT.PAST.VISUAL.nonthird.person you
‘You have eaten already’ (I saw you eat)

This structure is very common. Tariana, especially the language spoken by
people under 40, is gradually developing verb-compounds Tucano-style, to match
structures like (2). Example (3) comes from such innovative Tariana:

3) pi-hia-ka-sita piha
2s g-cat-RECENT.PAST .VISUAL-FINISH/ALREADY you
“You have eaten already’ (I saw you eat)

These constructions are not quite accepted by older people, the major authori-
ties on Tariana: (3) used to get consistently rephrased as (1) by the speaker’s
father. And yet, (3) becomes more and more frequent in younger people’s speech.
The speaker’s father uses them occasionally, without correcting himself. Many
more verbs tend to be used in root compounds — among them is -yena ‘pass on,
do little by little’ (to match Tucano tika ‘do little by little”).

We are faced with the emergence of a new type of verbal compound — or
one-word serial verb. It is obviously contact-induced and ultimately goes back to
an occasionalism, a nonce formation. Yet, it is now part of a more and more
Tucanoized Tariana. And this creates a typologically unusual system with coexist-
ing multiword and one-word verb sequences. Inasmuch as -sita could be inter-
preted as an aspect marker, this process can be considered an instance of areally
triggered grammaticalization, in the spirit of Heine and Kuteva (2005).

In rapid speech -sita gets pronounced as [sta] or as [esta]. | was told by the
speakers that this ‘sounds like Piratapuya’, a Tucanoan language. (This reaction is
akin to ‘naive linguistic explanation’ by linguistically acute native speakers: cf.
Dixon 1991.) Traditional Tariana does not have CCV or VC syllables. This is
then a puzzling instance of incipient ‘loan’ phonology in a language with hardly
any actual loans.

3.3. Emergent Grammar through Expansion of ‘Look-Alikes’

An alternative way of developing new structures from existing sources are ‘shifts
due to phonetic similarity’, or ‘grammatical accommodations’ (this is similar to
how American Italian fatforia ‘farm’ has acquired the meaning of ‘factory’, under
the influence of English: Weinreich 1953:49). Tariana imperatives are a case in
point. Tariana has eight imperative forms: simple, reported (‘do because you are
told’), proximate (‘do here’), distal (‘do there’), delayed (‘do later’), malefactive
(‘do to your own detriment’), polite, and ‘try and do’. What it does not (yet) have
is an imperative used for warnings, as do most East Tucanoan languages in which
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Tariana speakers are proficient. One hears nominalizations marked with - /i in
Tariana occasionally appear in commands, with a meaning ‘make sure you do or
else’.

(4)  pi-hia-ri!
2sg-eat-NOMINALIZATION
‘Eat!” (make sure you eat, lest you go hungry)

Tucano, just like most other East Tucanoan languages, has a suffix -7i used in
commands with an overtone of warning, with the meaning of ‘or else’ (see
Ramirez 1997, Vol. 1:148; cf. Stenzel 2004:390, Barnes 1979). The use of
nominalizations as commands in Tariana has in all likelihood been influenced by
the -ri marked imperative in Tucano.

So far, this has been restricted to casual speech by younger people. Traditional
speakers do not use such forms as commands, replacing them with simple impera-
tives. The segmental similarity with a Tucano form is too conspicuous for the
shift from a nominalization to a marker of command to be accepted at once. And
yet it is becoming more and more frequent. [ haven’t heard the oldest speakers use
it yet. But, for many speakers, this is now part of the grammar, ‘the way we talk’.

3.4. The Impact of Multilingual Interaction: Convergence and Enrich-
ment

The ever-present need to express in one language what you express in the other
one drives the convergence of patterns in Tariana. The new categories and forms
are constantly developed out of the language’s own resources — these include
loan translations and grammatical accommodation. Tariana is becoming more and
more complex in its grammatical structure — and only a perspective on other
languages with which it is constantly in contact can help a linguist understand
‘why’. The net result of the multilingual situation is a ‘layered’ language, with
layer upon layer of new contact-induced patterns. No matter how strong the
convergence, the grammars do not become structurally the same — examples
above show how Tariana retains its prefixing profile against all odds. The meta-
phor ‘one grammar, several lexicons’ (Friedman 1997) would never apply to
members of the Vaupés area.

4. Emergent Parallel Grammars: An Example from Papua New Guinea

Manambu, from the Ndu family, has no monolingual speakers. It is spoken by
about 2000 people in five villages in the Middle Sepik area of Papua New Guinea
(the major ones are Avatip, Malu, and Yambon). Everyone is proficient in Tok
Pisin (Melanesian Pidgin), a major lingua franca throughout Papua New Guinea.
Papua New Guinea English is used in school, and by urban Manambu (whose role
in the villages is marginal). Both Tok Pisin and Manambu are used at home, and
also in rituals, still performed but in a reduced form (compared to what was
documented earlier, e.g. by Harrison 1990). Tok Pisin is dominant in village
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meetings, parent-teacher meetings at school, and in church (where Manambu is
also used, but to a limited extent). That is, Tok Pisin and Manambu are in a
partially diglossic situation. This is in contrast to the Tariana situation, with no
obvious diglossia. The necessity for proficiency in Tok Pisin is enhanced by the
number of outsiders living in the villages, mostly as the result of mixed marriages.

The Tok Pisin-Manambu-English multilingualism is fairly recent, just as in
many other places in New Guinea (see Aikhenvald and Stebbins 2007). Proficient
speakers of Tok Pisin were few and far between in the late 1950s. However, this
does not mean that the Manambu used to be monolingual. Up until recently, the
Manambu used to know a fair amount of neighbouring Iatmul (from the same
family) — borrowed words, incantations and spells used to be the basis for
ceremonial styles, now on their way out. The Manambu used to speak and under-
stand the languages of their neighbours, the Kwoma/Washkuk. Only old people
still have this knowledge. The Manambu-latmul contact resulted in numerous
loans. It is hard to say anything about the structural influence from Iatmul due to
potential ‘parallelism in drift’ as discussed by Sapir (1921:171-2). The contact
with Kwoma resulted in numerous loans, and a fair number of shared structural
patterns. But the effects of these completed changes are now a purely diachronic
matter (see Chapter 22 of Aikhenvald forthcoming).

4.1. The Impact of Tok Pisin and English ‘Imports’ on the Composition of
Word Classes

Unlike the Tariana in the Vaupés, Manambu speakers are not averse to borrowing

forms from open word classes — nouns, verbs, and adjectives — from Tok Pisin,

and occasionally, from English.

Loan nouns are fully integrated: they take cases, and are assigned to mascu-
line and feminine genders by their semantic properties, just like other nouns. Loan
adjectives behave like other adjectives; for instance, they take intensifying infix -
ka-, e.g. native wama- ‘white’, wama-ka-wam ‘very white’; loan blu ‘blue’ (Tok
Pisin blu), blu-ka-blu “very blue’.

Borrowed verbs can be inflected, as in (5). Or they can occur in their root
form with a support verb whose lexical meaning is ‘stand’, as in (6). English
forms are in bold, and Tok Pisin forms are underlined:

®)) witness kamapo-n
witness appear-SEQUENCE

streti-ko-bana
straighten-FUT-1pISUBJ.NONPAST+3fem.sgO.NONPAST
‘Since a witness has appeared, we will straighten (fix) (the dispute)’

(6) do bas  stati to-do-l
he first start ‘stand’-3masc.sgSUBJ.PAST-3fem.sgO.PAST
‘He first started (it)’
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Alternatively, the same verb can occur uninflected and without a support verb, as
in (7):

(7) wun statim aka kop  olsem wun  statim
I start here.fem.sg just like.this I start
‘I am starting here, I am just starting’

A Manambu verb cannot occur without inflection. That is, the infiltration of Tok
Pisin imports creates a new subclass of uninflectable verbs.

The word class assignment of a few imports with modal meaning is problem-
atic. The loan tambu ‘taboo, be prohibited’ occurs in the predicate slot, and can
take a full clause as its complement, as in (8). So can the Tok Pisin loanword mas
‘must’.

(8) Avatopawa tambu
Avatip+LK+COM taboo
[Warya‘kg'bana]COmplement
fight-FUT-1plSUBJ.NONPAST+3fem.sgTIME.NONPAST
‘It is taboo (forbidden) for us to fight with Avatip (major Manambu-
speaking village)’®

No other word in the language behaves this way. We are faced with a new word
class of borrowed modal terms. This is an example of loan morphology, widely
used, but recognizably foreign.

4.2.  ‘Parallel’ Structures

A major — albeit not the only — function of Tok Pisin loans is filling an existing
‘gap’: traditional Manambu did not have any one-word modal expressions, or a
single word for a colour like ‘blue’. The same principle applies to some closed
word classes: Manambu did not have a word meaning ‘some’ — so Tok Pisin
sampela ‘some’ comes in handy, and is frequently used.

Manambu has a complex linguistic structure: there are nine case forms for
nouns, and an array of moods, modalities, and aspects in verbs. Tok Pisin — a
typical creole — appears impoverished by comparison.

The few bound morphemes which Tok Pisin has are not borrowed at all; nei-
ther are personal pronouns and demonstratives. But other items belonging to
closed classes — connectives, quantifiers, and one numeral — do make their way
from Tok Pisin into Manambu. Their infiltration takes place via ‘pairings’ where
a native and a borrowed form appear together within one NP or verb phrase.

This process was described by Hajek (2006:170), as a mechanism for ‘gradual
mediation’ of grammatical change in progress in Tetun Dili, the major lingua

> The Tok Pisin translation of (8) was mipela i tambu long paitim Avatip (we PRED taboo to/for
fighting Avatip).

10
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franca of East Timor in contact with Portuguese. Here, ‘while the borrowing of N,
V and Adj appears to be direct and unrestricted, the borrowing of grammatical
items and structures can be mediated through “lexical pairing” where native and
borrowed grammatical forms appear optionally together’, e.g. purposive atu
(Tetun Dili) para (Portuguese) ‘in order that’. The native Tetun Dili construction
meaning ‘during’ involves a combination of a locative and a possessed body part
construction. In Portuguese the equivalent construction involves the use of the
preposition durante (similarly to English during). Tetun Dili has developed an
intermediate construction that combines the two. The three alternatives are:

(10) (a) tha  Agustu nia  laran
LOC August 3sg  inside
‘during August’ (body part construction)
(b) durante Agustu nia laran (< Portuguese durante ‘during”)
(©) durante Agustu

Similar parallel structures in Manambu involve (i) clause connectors, (ii)
quantifiers, and (iii) numeral ‘one’ — all subtly different from each other.

(T) CLAUSE CONNECTORS IN PARALLEL STRUCTURES. Manambu has a rich array of
verbal suffixes used as clause-linking devices. Subordinate clauses are always
verb-final — see (11), from traditional Manambu. Square brackets indicate clause
boundaries.

(11) [Ya-tataka] [ata  wa-di]
come-IMMEDIATE.SEQUENCE thus  say-3plSUBJ.PAST
‘On having come, they spoke thus’

An alternative, spontaneously occurring in the speech of most people is:

(12) [Ya-tataka-nau [ata  wa-di]
come-IMMEDIATE.SEQUENCE-then ~ thus  say-3plSUBJ.PAST
‘On having come then, they spoke thus’

This is parallel to the Tok Pisin equivalent of both (11) and (12), o/ i kam nau, na
ol i tok olsem (they PRED come then, and/so they PRED speak thus). The Tok Pisin
connector nau meaning ‘then, as soon as’ reinforces the Manambu suffix, without
replacing it. The connector occupies exactly the same place as in Tok Pisin. A
similar example is in the second clause of (14): here the Tok Pisin contrastive
tasol ‘but’ reinforces the Manambu contrastive linker au.

(1) QUANTIFIERS IN PARALLEL STRUCTURES. Quantifiers are postposed to the head
noun in Manambu — see (13). In Tok Pisin, they tend to be preposed to the head
noun, e.g. olgeta man-meri (all man-woman) ‘all the people’.
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(13) nan  [du-tazkw aba:b] Malum
we man-woman all Malu+LocC
kwa-na-dian
stay-ACTION.FOCUS-1pISUBJ.NONPAST
‘We all the people (lit. man-woman) live in Malu village’

In parallel Manambu-Tok Pisin structures, the Tok Pisin imports follow the
Manambu term, as in (14):

(14) nan  [du-tazkw aba:b olgeta] Malum
we man-woman all(Manambu) all(Tok.Pisin) Malu+LOC
kwa-na-dian
stay-ACTION.FOCUS-1pISUBJ.NONPAST
au tasol fan  Avatip-adian
but(Manambu) but(Tok.Pisin) we Avatip-1pISUBJ.NONPAST
‘We all the people (lit. man-woman) all live in Malu village, but but we
are (from) Avatip’

That is, a parallel structure follows the already established ‘Manambu-first’
principle, providing an exception to Moravcsik’s (1978) generalization that
borrowed forms are generally borrowed together with their linear order with
respect to their head: that is, a preposition is borrowed as a preposition, even if a
language has nothing but postpositions.

(1I1) NUMERAL ‘ONE’ IN PARALLEL STRUCTURES. The Manambu are ‘number-
proud’: knowing how to count is ‘a focus of purism’ similarly to Nahuatl (Hill
and Hill 1980:337). The only Tok Pisin numeral in Manambu is wanpela ‘one’.
However, it is not used for counting: its function is to introduce new participants
in discourse. This is how a young speaker would start a story:

(15) wanpela ta:kw-al
one woman-3fem.sgSUBJ.NONPAST

‘There was a/one woman’...

The Manambu numeral nak ‘one’ — postposed to the head, similarly to a
quantifier — is now also used this way, as in (16):

(16) tackw nak-al

woman one-3fem.sgSUBJ.NONPAST
‘There was a/one woman’...

12
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An alternative is a parallel structure:

(17)  wanpela ta:kw nak-al
one(Tok.Pisin) woman(Manambu) one(Manambu)-3fem.sgSUBJ.NONPAST
‘There was a/one a/one woman’...

The two synonymous forms appear on the different sides of the head noun:
wanpela preserves the Tok Pisin order and nak follows the Manambu order, just
as predicted by Moravcesik (1978). They form one NP on all counts (including
prosodic parameters). But the ‘Manambu-first’ principle is violated.

I suggest the reason is that the function of nak ‘one’ as a way of marking new
participants comes in the first place from Tok Pisin influence. We can recall that
the Manambu connectors and quantifiers, discussed in (i) and (ii) above, did not
bear any Tok Pisin influence in their usage.

The process of ‘pairing’ is characteristic of all registers, and is found with
speakers of all generations. We are faced with new ‘fused’ structures, each subtly
different from both languages which are in contact.

4.3.  Parallel Structures in an ‘Importing’ Language?

The Manambu acceptance of loanwords goes together with a more general
cultural feature. In Manambu society, as in many other Sepik societies, language
was traditionally considered on a par with material goods — spells, incantations
and even names and individual words being traded and bought (see Harrison
1990:20-3). This is one facet of Manambu as a representative of what Margaret
Mead (1938) termed ‘importing culture’, characterized by an emphasis on ex-
change and value assigned to outside goods, both material and non-material.
(Indeed, proficiency in ritual poetic genres, and the knowledge of lexicon, is
tantamount to monetary riches in Manambu society.)

Lexical parallelism is hardly alien to the Manambu tradition. The ritual poetic
genres — namely, the songs of foiled marriages and love affairs, known as namay
and sui, and also mourning songs (gra-kudi) — are a case in point. These poetic
literary forms (improvized by performers) consist of two parallel stanzas, each
referred to either as apok ‘side, part’, or agok ‘side, counterpart (one of two)’.
The second stanza restates the first one using what the Manambu speakers call
‘shadowy’ register, or ‘the other side’ (agokem ‘on the (other) side of two”). The
‘other side’ is replete with [atmul loans, e.g. Manambu amey ‘mother’, ‘other
side’ 7iamoy (from Iatmul), Manambu asay ‘father’, ‘other side’ 7ias (from Iat-
mul). This is the only living legacy of a disappearing multilingual Manambu-
latmul situation. It is strongly reminiscent of the binarism, or ‘parallelism’,
believed to be a pervasive feature of the Sepik culture — in Bateson’s (1936:239)
words, ‘the idea that everything in the world has its equal and opposite counter-
part’. Parallel structures combining Manambu and Tok Pisin are along similar
lines.
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4.4. The Net Result of the Manambu—Tok Pisin Multilingualism

In the situation of relatively recent multilingualism with no inhibitions against
borrowed forms multilingual interaction results in the creation of ‘loan morphol-
ogy’. This is hardly unexpected. A much more puzzling phenomenon is the
creation of ‘fused’ grammatical constructions, creating compromise structures and
making ‘loan syntax’ part of the linguistic competence of multilingual speakers. A
set of ‘compromise parallel structures’ is on the rise.

S. What Can We Conclude?

Languages spoken in multilingual situations tend to converge. At the same time,
multilingual speakers need to be successful in maintaining ‘demarcation lines
within their linguistic repertoires’ (Matras 2007:52) — or else they may just as
well give up their ancestral language.

I have illustrated two different ways in which a balance can be achieved.
Tariana converges towards its Tucanoan neighbours by developing new morphol-
ogy out of its own resources. A cultural inhibition against loan forms as tokens of
frowned-upon ‘language mixing’ is prevalent in the Vaupés River Basin linguistic
area. The result is a ‘layered’ language: varied layers of contact-induced struc-
tures differ in their frequency, their acceptance by all members of the community,
and distribution across generation groups.

Manambu, a Ndu language from the Sepik area of New Guinea, now spoken
alongside Tok Pisin and English, is evolving parallel grammatical structures: a
Manambu form (free or bound) is accompanied by its equivalent in Tok Pisin.
This is in addition to numerous loan forms which affect the composition of
Manambu word classes.

Languages in multilingual societies appear to be in a constant whirlpool of the
creation of new grammatical subsystems. As a result of on-going contact-induced
change, their grammars become more and more complex, and often puzzling for a
typologist. The constant ‘emergent’ grammars force us — fieldworker-
grammarians — to abandon an idea of an artificially synchronic grammar, moving
towards ‘dynamic synchrony’ of a language, in Jakobson’s (1971:574) words,
‘involving the space-time coordinates’.

And last, but not least — to keep up with a multilingual situation, a multilin-
gual fieldworker is a ‘must’.
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The Evolutionary Phonology of Glottal Stops in K’ichean

RUSTY BARRETT
University of Kentucky

1. Introduction

This paper outlines historical changes involving glottal stop in K’ichean
languages, including two regular sound changes involving glottal stop as an
innovation and two phonological changes related to changes in morphology or
phrasal phonology. The regular sound changes are phonetically-motivated
changes of the sort that Blevins (2004, 2006) categorizes as “natural” changes and
have regular patters of dialectal distribution. The other changes show widespread
variation both across and within dialects and languages.

K’ichean Proper includes six closely-related Mayan languages spoken in the
highlands of Guatemala: K’iche’ (Mondloch 1978, Ajpacaja et al. 1996, Lopez
Ixcoy 1997, Par and Can 2000), Achi (Sis Iboy 2002), Kaqchikel (Garcia Matzar
and Rodriguez Guajan 1997, Patal et al. 2000, Cojti et al. 2001), Tz utujil (Dayley
1985, Garcia Ixmata 1997, Pérez and Mendoza 2001), Sakapuletko (DuBois
1981) and Sipakapense (Barrett 1999). K’iche’ and Achi are sometimes
considered dialects of a single language based on their linguistic similarity, but
are treated as separate languages for social and political reasons (cf. Sis Iboy
2002). Achi is spoken to the east of K’iche’, with Kaqchikel and Tz utujil south
of K’iche’. Sakapulteko is spoken in the town of Sacapulas in the northern part of
the K’iche’ region, while Sipakapense is spoken far to the west in an area
dominated by speakers of Mam (another Mayan language that is not part of
K’ichean). The genetic relationships between the K’ichean languages are
presented in (1) below.
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(1) Genetic relationships in K’ichean Proper (DuBois 1981, Barrett 1999)

K’ichean
K’iche’ Achi
Kagqchikel Tz utyjil Sipakapense Sakapulteko
2. Glottal stop as an innovation

There are two patterns of innovative glottal stop in K’ichean, both involving the
loss of oral place of articulation. The first involves debuccalization of word-final
bilabial implosives. The second involves the backing and lowering of the
voiceless uvular ejective.

2.1 Word-final debuccalization in Southern K’ichean

The loss of oral place for word-final bilabial imposives /b’/ is a distinguishing
characteristic of the southern K’ichean languages, Tz’utujil and Kaqchikel
(Grimes 1969, Campbell 1977). The sound change *b’ > ? occurred word-finally
in words with more than one syllable. Roots that are b’-final maintain the bilabial
under suffixation (compare the words for “night” and “dawn” in the data below).
Examples of correspondences demonstrating this change are given in (2) below.

(2) [b’]:[?] correspondences in K’ichean

Tz utujil Kaqchikel K’iche’ Sipakapense | gloss
aq’a? aq’a? aq’ab’ aq’ab’ night
aq’ab’il aq’ab’il aq’ab’il aq’ab’il dawn
Z07?0? wo0?07? Zo?0b’ E70b’ five
Haab’ Hob’ ~ Hab’ Haab’ Haab’ rain

2.2 Merger of glottal stop and uvular ejective in Eastern K’ichean

The other innovative occurrence of glottal stop is an unconditioned sound change
in eastern dialects of K’iche’ and in Achi (Par and Caan 2000). The uvular
ejective /q’/ has changed to glottal stop in Cubulco (Achi). The neighboring
communities to the southeast, Joybaj (K’ichee’) and Rabinal (Achi), show
variation between glottal stop, the uvular ejective, and a pharyngeal stop [ ]. The
towns further to the east and north, (Chicaj and Cunén) show a similar pattern, but
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with a clear predominance of the uvular ejective. Thus, the change is complete in
Cubulco, at an intermediary stage in Joyobaj and Rabinal and just spreading to
Chicaj and Cunén. Correspondence sets demonstrating this change are given in
(3) below.

3) Changes in back consonants in Eastern K’iche’ (cf. Par and Can 2000)

gloss sun, day fire night bean
Cubulco (Achi) | ?iin ?an ?a%am’ kina?
Rabinal (Achi) | q’iiE ?aa? ~ 7aaN | 2aNam’ kina$
Joyobaj NiE ?aa? ~q’aaq’ | ?aq’ab’ ~ ?a?ab’ | kina?
Cunén q’ith ~ q’ih ?aa? ?aq’ab’ kina?
Chicaj (Achi) | q’iiE ?aaq’ ?aq’am’ kina§
Other K’iche’ | q'uiE ~ q’1E q’aaq’ ?aq’ab’ kinaq’

3.0  Changes in intervocalic glottal stops

In their reconstructions of proto-K’ichean phonology, both Grimes (1969) and
Campbell (1977) note a correspondence between V?V and V? in K’iche’. Both
Grimes and Campbell treat this correspondence as the result of a regular sound
change, although they disagree on the form in proto-K’ichean, with Grimes
choosing *V? and Campbell choosing *V?V. As Campbell’s choice fits with
independent reconstructions for proto-Mayan (Kaufman 2003), I will assume that
*V?V is the proto-K’ichean form. This is a regular sound change, *V?V > V? in
K’iche’, following the patterns for vowel hiatus described by Casali (1997).

This change in intervocalic glottal stops is regular and exceptionless in roots
where both vowels are short (e.g. *ts’a?am > ts’a?m, nose in all dialects).
However, in cases where the second vowel was long in proto-Mayan, there is
widespread variation in the K’iche’ reflexes (and moderate variation in
Sipakapense, Kaqchikel and Tz’utujil). In contrast, reflexes of proto-Maya
*V?VV may have many forms in K’iche’, including /?V/, /V?V/, IVN?VV/, [V?/,
/VV/, and /V/. Multiple forms are found as reflexes of *V?VV roots in the same
dialect and the distribution of forms rarely extends beyond a single town. While a
few towns show a regular pattern, such as all roots as V? in the K’iche’ of
Momostenango, most dialects have highly irregular distributions. In the dialect
region of Nahual4 and Santa Catarina Ixthuacéan, these forms alternate, following
an older pattern from Colonial K’iche’ discussed below. Tables (4) and (5)
demonstrate the variation in the reflexes of the proto-K’ichean roots for meat and
skin, based on dialectal data from Par and Caan (2000).
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(4) Dialectal variation in the K’iche” word for “meat”

*ti?ii2 (proto-K’ichean) “meat” (cf. Par and Caan 2000)

t-2i8 (=2V)

San Antonio Ilotenango, Zacualpa

ti2liE (= V2VV)

San Miguel Chicaj, Zunil, Santa Clara la Laguna,
Momostenango

ti%2 (= V?)

Totonicapan, Cunén, Santa Cruz de El Quiché

ti%iE (=V?V)

Joyabaj, Chichicastenango

®)) Dialectal variation in the K’iche’ word for “skin”

*tz’uhuum (proto-K’ichean) “skin” (cf. Par and Caan 2000)

ts’u?uum (= V?VV)

Santa Lucia Utatlan

ts’uum (= VV)

Santa Clara la Laguna

ts’um (= V)

Chichicastenango, Cantel, Santa Maria Chiquimula

ts’u?m (= V?)

Joyobaj

In addition to widespread variation in a particular root across dialects,
contemporary forms originating from *V?VV roots show widespread variation
within a single dialect. Table (6) below, demonstrates the variation in these forms
across dialects of Achi and K’iche’. The dialects are arranged geographically,
moving from east to west. Note that although the word for “skin” displays an
irregular pattern, forms with a single vowel (CVC) predominate.

(6) Variation in three *V?VV roots in K’iche’

towns, east to west *t12112 *ts’uhuum *k’a?aam
“meat” “skin” “straw”’
Chicaj (Achi) VIVV V? VvV
Rabinal (Achi) V? VvV Vv
Cubulco (Achi) A% - \%\%
Joyobaj V7V V? \AY
Zacualpa v \4 \
Cunén VIVV \% V?
Chichicastenango V7V \4 \4
Santa Cruz del Quiché V? \% v?
San Antonio Ilotenango v - V?VV
Santa Clara la Laguna V?VV \A% V7V
Santa Lucia Utatlan VIVV VIVV V?VV
Momostenango v? v? v?
Cantel v? \4 v?
Zunil VIVV V? VvV
Samayac V?VV V? \¥\%
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3.1 Synchronic alternations of V?VV sequences in Classical K’iche’

The widespread variation in proto-K’ichean *V?VV reflexes is the result of
analogical leveling of allophonic variation in earlier K’iche’. In the K’iche’ of the
Popool Wuuj (transcribed around 1700), roots with the form CV?VVC show
allophonic variation according to morphological and phrasal contexts (Diirr
1987). In Classical K’ichee’, CV?VVC roots had the form CVC when followed
by a derivational suffix. Phrase-medially, they had the form CV?C and only
maintained the form CV?VVC in phrase-final position. The alternation can be
seen in the ways in which the word for “skin” (ts’u?uum) is written in the Popol
Wuuj. Note that the orthography of the Popol Wuuj does not represent vowel
length. The vowel length can be reconstructed from the dialects that preserve this
alternation (Nahuald and Santa Catarina Ixthuacan). Table (7) shows the
synchronic variation in the word for “skin” as found in the Popool Wuuj (cf. Diirr
1987).

(7) Forms of the word “skin” (ts’u?uum) in the Popoo! Wuuj

environment gloss

phrase-final ...tZ’n’um. V?VV | ...skin

phrase-medial 11 tz’u’m Pasilisib’ ub’i. | V? the skin named
Pasilisib’

suffixed xa utz’umal chikop \4 only an animal’s skin

The irregular distribution in proto-K’ichean *V?VV reflexes results from
analogical leveling combined with the loss of these synchronic alternations. It is
not surprising that the root for “skin” shows a much higher distribution of forms
without a glottal stop, given that this root typically occurs as a possessed form
which requires the suffix +a/. In Colonial K’iche’, suffixed forms did not include
the underlying glottal stop when a root occurs with a suffix.

The alternations in *V?VV roots are still found in the dialects of Nahuala and
Santa Catarina Ixthuacdn, where they are part of a larger set of alternations
involving glottal stop in intervocalic position. Additional alternations occurring
with intervocalic and word-final glottal stops are outlined in the following section.

3.2.1 V?V-final forms

In Nahuala K’iche’, the prosodic alternation between phrase-medial V? and
V?VV forms is limited to forms in which both vowels are identical and are
followed by a consonant (other than glottal stop). Instances of V;?V, surface as
V,? in most dialects of K’iche’ and in Sipakapense (cf. Barrett 1993). Cases of
V7?V# follow this pattern, surfacing as V?# phrase-finally. Nahuald K’iche’ verbs
take modal agreement suffixes phrase-finally that do not occur phrase-medially,
as with the root /b’an/ to do, make shown in (8) below.
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(8) Modal agreement suffix in Nahuald K’iche’:

(a) Kub’an ri sub’. “S/He is making tamales”
(b) Are ri sub’ kub’ano “It is tamales that s/he is making”

The suffix +o (marking active transitive agreement) only occurs when the verb is
in adjacent to the edge of a CP, usually when phrase-final (as in example (b)
above). In verbs with a root-final glottal stop, the root vowel is lost in the phrase-
final position due to a regular alternation in which underlying V,?V; sequences
surface as V,?. The examples in (9) demonstrate the loss of root vowel in this
context in which the verb roots /ta?/ and /to?/ both surface as [to?] when followed
by the modal agreement suffix +o.

9) Modal agreement suffix with glottal-final roots

(a) Kinta? Eun ts’1?. “I hear a dog”
(b) Kinto? Eun ts’i?. “I help a dog”
(©) Are Eun ts’1? kinto? “It’s a dog I hear” (/ta?+o/)
(d) Are Zun ts’i? kinto? “It’s a dog I help” (/to?+0)

3.2.2 Word-final glottal stops

All K’ichean languages have alternations involving the loss of word-final glottal
stops when followed by a consonant in the same phonological phrase. Languages
vary, however, in the exact ways in which this alternation occurs. In Tz utujil, for
example, final glottal stop is deleted phrase-medially regardless of the length of
the preceding vowel. The examples in (10) demonstrate this alternation for a
preceding long vowel (a) and a preceding short vowel (b).

(10) Loss of final glottal stop phrase-medially in Tz utujil (Dayley 1985:49):

(a) b’aarkii? “where”
b’aarkii k’o wi? “where is it?”

(b) tatXeya? “hit it”
tatXeya jar achi “hit that man”

The pattern in K’iche’ is different, in that the phrase-internal glottal stop
deletes only when preceded by a short vowel. Loss of the glottal stop also
involves compensatory lengthening, so that a /V?/ sequence surfaces as [VV] in
phrase-medial position. The distinction is presented in (11) below, where the
forms involving a long vowel (those in (a) below) do not show glottal stop
deletion. The forms in (b) involve a preceding short vowel and demonstrate the
pattern of glottal-deletion with compensatory lengthening.
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(11)  Patterns of final glottal stop in K’iche’:

(a) Are Eun nimalaZ tXee? “That is a really big tree.”

K’0 Eun tXee? sib’alaE niim. “There is a tree that is really big.”
(b) Are Eun nimalaZ ts’i? “That is a really big dog.”

K’0 Eun ts’ii sib’alaE niim. “There is a dog that is really big.”

The phrase-level alternations involving glottal consonants in Nahuala K’iche’
also interact with a separate pattern involving the deletion of final consonants in
CVC clitics. Post-verbal CVC clitics show an alternation between phrase-final
and phrase-medial forms, with the final consonant deleting phrase-medially. The
pattern is demonstrated in (12) below, where the clitic /ta¥/ (irrealis) surfaces as
[ta] in non-final position.

(12)  Alternations in the verbal clitic /taZ/ in Nahuala K’iche’

example gloss
clitic-group-medial | ta | Na kimb’e ta t2ik I am not going again.
clitic-group-final, ta | Nakimb’e ta [pa I am not going to the
phrase-medial k’ayb’al]pp market.
clitic-group-final, tay | Na kimb’e taE I am not going.
phrase-final

This alternation interacts with the loss of final glottal consonants with
compensatory lengthening described above. In cases where the final consonant of
a CVC clitic is glottal (either h or ?), there are three distinct surface forms. In
cases where the CVC clitic is followed by another clitic, the glottal consonant
deletes following the regular pattern in (12) above. If the CVC clitic occurs at the
end of the clitic group, but is still phrase-medial, the pattern of final loss with
compensatory lengthening occurs. In cases where the clitic is phrase-final, the full
CVC form occurs. The examples in (13) below show these alternations for two
glottal-final clitics, /nah/ (marking obligation or future) and /lo?/ (marking
possibility or probability).

(13)  Alternations in the verbal clitics /nah/ and /10?/ in Nahualad K’iche’

clitic-group-medial | na Kimb’e na tXik I will go again.
clitic-group-final, naa | Kimb’e naa [pa k’ayb’al]pp | I will go to the
phrase-medial market.
clitic-group-final, nah | Kimb’e nah I will go.
phrase-final
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clitic-group-medial | lo | Kimb’e lo tXik I might go again.
clitic-group-final, loo | Kimb’e loo [pa k’ayb’al]pp | I might go to the
phrase-medial market.
phrase-final 10? | Kimb’e lo? I might go.

4. Initial glottal stop

In all K’ichean languages, syllable onsets are obligatory so that epenthesis of an
initial glottal stop occurs for unprefixed vowel-initial roots. K’ichean languages
have two distinct sets of possessive prefixes corresponding to vowel-initial and
consonant-initial roots. The distinction is demonstrated with examples from
K’iche’ in (14) below (the pattern occurs for all prefixes, although only the first-
person singular is given here).

(14) Possessive prefixes in K’iche’

(a) 71Xiim corn wiXiim my corn
(b) (PIRTUNIN car nutX’ite’ my car

The form in (a) above shows an initial glottal in isolation, but takes the “vowel-
initial” prefix (w+) without the glottal stop when possessed. The forms in (b)
show the “consonant-initial” prefix. This pattern holds for possessive prefixes
across K’ichean languages, however with the agentive prefix /a&++++/, vowel-
initial roots surface with an initial glottal stop, as demonstrated in (15) below.

(15)  The agentive suffix /a8++++/ with a vowel-initial root in K’iche’
ik’ month aB?iik’  worker paid by the month

While the overwhelming majority of noun roots follow the pattern corresponding
to that in (14) above, all K’ichean languages contain a small set of vowel-initial
roots that always occur with an initial glottal stop and regularly take the
“consonant-initial” possessive prefixes. Compare the form in (16) below with
those in (14) above.

(16) Possession on a noun root with an underlying initial glottal (Nahuald)
?aXuuX garlic nu?aXuuX my garlic

The roots with an initial glottal stop vary widely across languages and dialects.
However, forms with an initial glottal stop are typically those forms that are
borrowed from Spanish or nouns that are very rarely possessed. For example, the
root in (16) does not have an initial glottal in most other dialects of K’iche’
(where the possessed form is regular, [waXuuZ]). These roots show variation in
sub-dialects as well. For example, the noun meaning bromeliad shows variation
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between Nahuald and Santa Catarina Ixthuacan, neighboring towns generally
assumed to form a single dialect of K’iche’. Examples of this form are given in
(17) below.

(17)  Forms for bromeliad in Nahuala and Santa Catarina Ixthuacan

?eek’ “bromeliad”
week’ “my bromeliad” (Santa Catarina Ixthuacén)
nu?eek’ “my bromeliad” (Nahuald)

Similarly local patterns are found in other K’ichean languages. The examples in
(18) demonstrate variation in these forms from Kaqchikel (cf. Patal et al. 2000).

(18)  Dialectal variation in possession of vowel-initial roots in Kaqchikel

nu?okoX “my mushroom” (San Antonio Aguas Calientes)
wokoX “my mushroom” (elsewhere)

nu?oX “my avocado” (San Antonio Aguas Calientes)
WOE “my avocado” (elsewhere)

nu?iZin “my corn” (San Jos¢ Poaquil)

wiZin “my corn” (elsewhere)

The pattern in Sipakapense is similar (Barrett 1999). Although there is very
little dialectal variation in Sipakapense, vowel-initial forms vary across areas of
town. Non-final vowels in Sipakapense are generally deleted, so that both the
“consonant-initial” and the “vowel-initial” prefixes result in forms with a CC
onset. This is demonstrated in (19) below.

(19) Sipakapense possession (first singular)

21Ziim corn wXiim “my corn” (all dialects)
ts’1? “dog” nts’i? “my dog”

The word for “rabbit” shows three different variants, given in (20) below. In
addition to the glottal-initial form that takes the preconsonantal prefix and the
regular vowel-initial form, a third form occurs with the “consonant-initial” prefix
and loss of the initial vowel.
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(20)  Sipakapense words for “my rabbit”

?imul “rabbit” (all dialects)
wmul “my rabbit” (north)
n?imul “my rabbit” (west)
nmul “my rabbit” (east)

In addition to forms that are rarely possessed and borrowings from Spanish,
Sipakapense forms with the agentive prefix /aZ++/ always occur with an
underlying initial glottal stop. In other K’ichean languages, these forms are
regular vowel-initial roots. Examples are given in (21) below.

(21)  Forms of the word for “teacher” in K’iche’ and Sipakapense

Sipakapense: aZ tii= “teacher” n?ak tii= “my teacher”
K’iche’: a¥ tii= “teacher” waZ tiiZ “my teacher”

Dialectal variation in the possession of vowel-initial roots is the most highly
irregular form of variation in K’ichean languages, with variation occurring both
within and across regional dialects.

S. Conclusion

The evolution of glottal stops in K’ichean demonstrates the distinction between
“natural” and “unnatural” changes in evolutionary phonology (Blevins 2006).
Regular (“natural” in Blevins framework) sound changes result in distinct dialect
areas with regular isoglosses delineating regions that have undergone
phonetically-motivated sound change. In contrast, “unnatural” changes related to
morphological change result in irregular variation in which a single form in the
proto-language corresponds to multiple forms in a individual dialects.
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VP Ellipsis in Japanese'

MICHIKO TODOKORO BUCHANAN
University of Minnesota

0. Introduction

This study examines the Japanese phenomenon where VP is not overtly expressed
but recoverable, as exemplified in (1), where (1b) and (1c) are preceded by (1a).
Although the property of this phenomenon is shared with English VP ellipsis
(VPE), it has not been discussed in detail to date.

(1) a. John-wa sushi-o tabe.ru.
-TOP sushi-ACC  eat.PRESENT
‘John eats sushi’
b. Mary-mo da.

-also CoP
‘(lit.) Mary is also’
c. Bill-wa zenzen da.
-TOP at all copr
‘(lit.) Bill is at all’

In (1b) and (Ic¢), there is no VP, and the copula da appears. For (1b), it is inter-
preted as ‘Mary does too’. For (Ic), despite the fact that there is no negation
marker, it reads ‘Bill doesn’t at all.” Since Japanese verb morphology is different
from English, there is no parallel structure to English VPE. However, (1b) and
(1c¢) exhibit some parallelism to the English counterpart. That is, as long as there
is a linguistic antecedent, redundant VPs can be elided and the elided VPs are
recoverable.

I consider this Japanese phenomenon to be a type of VPE (referred to as Japa-
nese VPE hereinafter), and investigate how the copula da appears; what allows
the ellipsis to occur (Licensing Condition); and how the elided VP is recovered

"I am grateful for the help and encouragement from Jeanette Gundel, Hooi Ling Soh, Amy
Sheldon, and Nancy Stenson. A part of this study was presented at the Workshop of Negation and
Polarity held at the University of Tiibingen in March 8-10, 2007. I would like to thank the
audiences at the workshop for their comments. Thanks are also due to the audiences at BLS 33.

31



Michiko Todokoro Buchanan

(Identity Condition). I argue that elements that can determine the negation of the
clause can license ellipsis, and that ellipsis is allowed under the syntactic identity.
To account for the appearance of the copula da, I claim that No-da ‘It’s that’
Focus Construction is the underlying construction for the Japanese VPE, and that
the VPE undergoes focus movement and remnant deletion. This analysis assumes
the presence of a syntactic structure that holds the moved focused element. Thus,
this study contributes to cross-linguistic analyses of Rizzi’s (1997) structure of the
left periphery, as well as to cross-linguistic studies of VPE.

1. Japanese VPE: Previous Studies

Because of its different verb morphology, Japanese does not have VPE parallel to
English VPE. Japanese lacks do-support, and its tense morphemes are bound to
the verb. Japanese VPE parallel to the English VPE in (2), therefore, is ungram-
matical, as shown in (3).

(2) a. John eats sushi.
b. Mary does [e] too.
(3) a. John-wa sushi-o  tabe.ru.
-TOP -ACC cat.PRESENT
‘John eats sushi’
b.* Mary-mo  [e]-ru.
-also -PRESENT
‘[intended reading] Mary does too’

In English, not can precede an ellipsis site as in (4b). However, the Japanese
negation morpheme is bound to the verb, therefore, the Japanese counterpart to
(4b) is ungrammatical, as seen in (5b).

(4) a. John eats sushi.
b. Mary does not [e].

(5) a. John-wa sushi-o tabe.ru.
-TOP -ACC eat.PESENT
‘John eats sushi’
b.* Mary-wa [e]-nai.
-TOP -NEG.PRESENT

‘[intended reading] Mary does not’

There is an approach that claims VPE occurs in Japanese. Otani and Whitman
(1991) claim that the null object construction in Japanese is VPE assuming the V-
to-T raising. They argue that the availability of a sloppy reading in the null object
constructions like (6) is evidence for Japanese VPE, since, as noted by Sag (1976)
and Williams (1977), a sloppy reading is available in English VPE as in (7).

32



VPE in Japanese

(6) a. John-wa [zibun-no  tegami-o]  sute-ta.
John-NOM self-of letter-AcC  discard-PERF
‘John; threw out self;’s letters’
b. Mary-mo [e] sute-ta.
Mary-also discard-PERF

= Mary; also threw out self;’s letters. (sloppy reading)
= Mary also threw out John’s letters. (strict reading)
(Otani and Whitman 1991:346-347)

(7) John likes his children, and Bill does too.
= John; likes his; children, and Bill; likes his; children. (sloppy reading)
= John; likes his; children, and Bill likes John’s children. (strict reading)
(Williams 1977:118)

After Otani and Whitman’s argument that the null object construction is VPE
in disguise in Japanese, Hoji (1998), Oku (1998), and Tomioka (1998) argue
against the VPE analysis of the sloppy reading in the null object construction.
Hoji argues that the null object is pro, and the null argument is pragmatically
recovered. Oku points out that the sloppy identity reading is also available for null
subjects in Japanese, and argues that VPE is not necessarily responsible for the
sloppy readings. Tomioka argues that pro is sometimes a pronoun of “laziness”.
“Laziness” is used to describe a property of pronouns that allows them to refer to
a closely preceding referent as illustrated in (8) below.

(8) A man who, gives his; paycheck to his wife is wiser than a man who,
gives it (# his; paycheck, =his, paycheck) to his cat.

These arguments are concerned with the source of the sloppy reading in Japa-
nese. The sloppy reading is used as strong evidence for Otani and Whitman’s
claim that the Japanese null object construction is VPE in disguise. Therefore, the
arguments against the source of the sloppy reading leads to the argument against
the VPE analysis of the null object construction. In the current study, I discuss
Japanese VPE setting the sloppy reading aside.

2. Japanese VPE in This Study

In (1b) and (1c), which I claim as Japanese VPE, the copula da appears. In
standard Japanese, the copula is always preceded by nominals, and VP cannot be
immediately followed by the copula, as seen in (9).

(9) * Mary-ga sushi-o taberu da.
-NOM -ACC eat COP

In order to account for the appearance of the copula, inspired by Hiraiwa and

Ishihara’s (2002) analysis of Japanese Sluicing, I claim that No-da ‘It’s that’
Focus Construction is the underlying construction for Japanese VPE. In No-da
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Focus Construction, the entire main clause is nominalized by the nominalizer no
and the copula da follows, as seen in (10).

(10)  [cp [+ Mary-ga [yp sushi-o  taberu]] no] da.
-NOM -ACC eat C COP
‘It’s that Mary eats sushi’

The whole nominalized clause is focused in this construction. Thus, in (10), the
entire clause, Mary-ga sushi-o taberu ‘Mary eats sushi’, is focused.

Also, adopting Rizzi’s (1997) structure of the left periphery, I propose that
topics and focused elements can move out to the left periphery CP-domain from
the underlying No-da Focus Construction in order for a focused element to be
more prominent. Rizzi’s thought of the structure of the left periphery, that is, the
complementizer system, is illustrated in (11)*. I argue that, in Japanese, topics and
the prominent focused items overtly move to Spec of TopP and Spec of FocP,
respectively. Rizzi describes the complementizer system as the interface between
a propositional content and a higher structure, such as, a higher clause or dis-
course articulation. Since VPE does not occur without discourse context, specifi-
cally, linguistic antecedents, the idea of the CP-domain as discourse articulation
fits the structure of VPE.

(11) ForceP

/>\ TopP
Topic FocP

Top0
Focm FiniteP
Foc®
/>\TP

Fin’

Considering No-da Focus Construction and the left periphery structure, the
underlying constructions and the derivation for (1b) and (1¢) are (12b) and (12c¢),
respectively.

2 According to Rizzi, the complement of Top0 is the comment, that is, new information, and the
complement of Foc”is the presupposition, that s, given information. Rizzi, therefore, assumes that
TopP can be recursive, while FocP cannot. In this paper, however, only overtly expressed TopP
appears in the diagram.
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John-wa sushi-o tabe.ru.
-TOP -ACC eat.PRESENT

Mary-mo; [epfetifpsushi-o—tabers—mne] da.
-also -ACC eat.PRESENT C cop

Bill-wa;  zenzen; [epfretifsectvet;isushi-o—tabemnaii}ne] da.
-TOP atall -ACC eatNEG C CcoP

The tree diagram (13) schematically illustrates the derivation of (12b)’. The
operation is structurally CP ellipsis. However, the motivation of the ellipsis is to
elide a redundant VP, thus, I refer to this phenomenon as VP ellipsis in this study.

(13)

FocP

Mary- mo1

Foc
T
da
C
T noe

al

T
[PRESENT]

B

<
i~
%

DP \Y%
. taber
sushi-o

Kim and Sohn (1998) discuss a Korean structure similar to (1b) in relation to
VPE. They refer to these structures in Korean and Japanese as Pseudo-VPE. The
Korean Pseudo-VPE is illustrated in (14).

3 Hiraiwa and Ishihara claim that the copula da is the head of FocP. However, in this study, since
the copula carries tense, | assume that there is a TP layer where the copula is generated between
the CP and the FocP.
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(14)  John-i sakwa-lul meke (kuliko) MARY-to [e] ya.
-Nom apple-Acc eats and -Foc is
‘John eats apples, and MARY does too’
(Kim and Sohn 1998:460)

They claim, within a minimalist framework, that the focused item with the
strong [+focus] feature moves to Spec of FocP to check its [+focus] feature. In
their analysis, they argue that the copula ya in Korean and da in Japanese support
the stranded tense after the remnant deletion occurs. However, in Japanese VPE,
the tense of the copula and the tense of the elided VP can be different, as seen in
(15b).

(15)a. John-wa sushi-o tabe.ta.
-TOP -ACC eat.PAST
‘John ate sushi’
b. Mary-mo; [epfmtifesushi-o—tabetal—no] da.
-also -ACC eat.PAST C  COP.PRESENT
‘Mary did too’

In (15), the tense of the antecedent VP in (15a) and the tense of the elided VP in
(15b) are PAST, while the tense of the copula in (15b) is PRESENT. This shows that
the copula in the Japanese VPE does not play the role as Kim and Sohn claim.

3. Licensing Conditions and Identity Conditions

Studies on English VPE have been discussing two issues extensively; the licens-
ing conditions — that is, under what condition ellipsis can occur — and the identity
conditions — that is, how the missing items are recovered. Among the widely
accepted elements that can license English VPE are: the morphologically realized
head, such as, auxiliaries, including modals, have, be, and do (Bresnan 1976), X°
specified for strong agreement (Lobeck 1995), and Neg’ (Potsdam 1997).

The debate on the identity conditions has been between proponents of syntac-
tic analysis and semantic analysis. The syntactic analysis claims that ellipsis
involves syntactic representation at some point, either at PF or LF. There are two
approaches in the syntactic analysis: PF-deletion approach and LF-reconstruction
approach. The PF-deletion approach claims that the ellipsis site has a syntactic
structure, but it is not overtly pronounced (Tancredi 1992, Fox 2000, among
others). LF-reconstruction approach claims that the ellipsis site does not have
syntactic structure, but it involves syntactic recovery at LF (Williams 1977,
Fiengo and May 1994, among others). On the other hand, the semantic analysis
argues that the elided site does not have syntactic representation at all, either at PF
or LF (Dalrymple, Shieber and Pereira 1991, Hardt 1999, among others).

In what follows, I examine the licensing conditions (Section 3.1) and the iden-
tity conditions (Section 3.2) for Japanese VPE.
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3.1. Licensing Conditions for Japanese VPE

I claim that items that can determine the negation of the clause can license Japa-
nese VPE. For example, -mo ‘also’ can determine the negation in relation to the
preceding sentence. Zenzen ‘(not) at all’ determines the negation of the clause
regardless of the negation of the preceding sentence. Thus, both can precede an
ellipsis site.

3.1.1. Licensor -mo ‘also’: [0l neg]

According to the negation of the preceding sentence, -mo ‘also’ can determine the
negation of the clause. That is, if the preceding sentence is positive, the sentence
that contains -mo is also positive, as seen in (16).

(16)a. John-wa sushi-o . |

-TOP -ACC eat.PRESENT [- neg]
‘John eats sushi’
b. Mary-mo sushi-o tabe.rul.
-also -ACC cat.PRESENT
‘Mary eats sushi too’

If the preceding sentence is negative, the sentence that contains -mo is also
negative, as seen in (17).

(17)a. John-wa sushi-o .

-TOP -ACC eat.NEG.PRESENT [+ neg]
‘John doesn’t eat sushi’
b. Mary-mo  sushi-o tabe.na.il.
-also -ACC €at.NEG.PRESENT
‘Mary doesn’t either’

The negation of the clause that contains -mo is the same as the one in the previous
sentence. Thus, I claim that [o neg] is encoded in -mo.

Since -mo can determine the negation, which is [0 neg] in relation to the pre-
vious sentence, the negation of the ellipsis site preceded by -mo is recoverable.
This is illustrated in (18) and (19). (18) is same as (1b).

(18)a. John-wa sushi-o tabe.ru. ‘John eats sushi’ [- neg]
-TOP -ACC €at.PRESENT
b. Mary-mo da. ‘Mary does too’ [- neg]
-also copr
(19)a. John-wa sushi-o tabe.na.i. ‘John doesn’t eat sushi’ [+ neg]
-top -ACC  eat.NEG.PRESENT
b. Mary-mo da. ‘Mary doesn’t either’ [+ neg]
-also COP
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The Japanese VPE licensor -mo is commonly referred to as a focus marker.
Focus markers make elements followed by them prominent. I have been claiming
in this paper that focused items can move up to Spec of FocP in the complemen-
tizer system, and the remnant can be elided under certain conditions. Therefore,
focus markers may seem to be the key to license Japanese VPE. However, the
VPE licensing of -mo is solely attributed to [ot neg] encoded in -mo. I demonstrate
that not all focus markers can license Japanese VPE in Section 3.1.3.

3.1.2. Licensor zenzen ‘(not) at all’: [+neg]

Zenzen ‘(not) at all’ is a Japanese adverbial expression that denotes frequency or
quantity, and it is a Negative Polarity Item (NPI) in that it must appear with
negati0n4, as seen in (20).

(20)  John-wa zenzen sushi-o  {tabe.nai/ *taberu}.
-TOP at all -ACC eatNEG  eat
‘John {doesn’t eat sushi / *eats sushi} at all.’

I observe that this NPI can license Japanese VPE, as seen in (lc), repeated as
(21Db) here.

(21)a. John-wa sushi-o tabe.ru.
-TOP -ACC eat.PRESENT
‘John eats sushi’
b. Bill-wa zenzen da.
-TOP at all CoP

‘Bill doesn’t at all’

I claim that [+ neg] is encoded in zenzen, which allows it to license ellipsis. That
is, regardless of the negation of the preceding sentence, the ellipsis site preceded
by zenzen is interpreted as negative.

I note that not all NPIs can license Japanese VPE, as seen in (22). The adver-
bial expressions in the curly parentheses are NPIs, as shown in (23).

(22)a. John-wa sushi-o taberu.
-TOP -ACC eat
b. Mary-wa {zenzen/ mattaku/ sappari/ *kessite/ *sukosi-mo/ *amari} da.
-TOP atall atall at all at all a bit-even much cop
(23) Mary-wa  {zenzen / mattaku / sappari / kessite / sukosi-mo / amari}
sushi-o {tabe.nai / *taberu}.
‘Mary {doesn’t eat sushi / *eats sushi} {at all / at all /at all /at all/
even a bit / much}’

* When zenzen is used with adjectives to denote degree, it sometimes appears with affirmation.
This study, however, focuses on the use of zenzen with verbs, where it must appear with negation.
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My claim is as follows. NPIs that can license ellipsis, such as, zenzen ‘at all’,
mattaku ‘at all’, and sappari ‘at all’, are [+ neg]. With them, negation is empha-
sized because of their [+ neg]. Kessite ‘at all’ also emphasizes negation. However,
unlike NPIs with [+ neg], it expresses the person’s strong determination. The
negation is emphasized by the depiction of how strong the person’s determination
is, not by [+ neg]. Sukosi-mo ‘even a bit’ also emphasizes negation. It is a mini-
mizer that denotes a minimal quantity. With sukosi-mo in (23), that Mary does not
eat even a minimal quantity of sushi is expressed. That is, the emphasis is inferred
semantically/pragmatically. Amari ‘much’, which is an attenuating NPI in Israel’s
(2001) term, makes the negative statement weaker, thus, we can assume that it is
not semantically negative.

3.1.3. Focus Markers That Cannot License Japanese VPE
A focus marker -mo can license Japanese VPE, but not all focus markers license
ellipsis, as seen in (24).

(24)a. Minna sushi-o tabe.ta
everybody -ACC eat.PAST
‘Everybody ate sushi’

b.* Mary-sae da.
even COP

‘(intended reading) Even Mary did’

Since -sae ‘even’ cannot determine the negation of the clause, it cannot license
ellipsis. This indicates that being focused is not the key; rather, being able to
determine the negation is the key to the Japanese VPE.

There is other evidence for the significance of the negation. The Japanese top-
ic marker -wa is referred to as a contrast marker in a certain context (Kuno 1973).
Elements followed by -wa contrast with elements in the preceding sentence,
which results in making the element with -wa prominent. Thus, it is also referred
to as a focus marker. The use of the contrast marker -wa is illustrated in (25).

(25)a. John-wa sushi-o  taberu.
-TOP -ACC eat
‘John eats sushi’
b. Mary-wa  sushi-o  tabe.nai.
-CONTRAST -ACC eat.NEG
‘(In contrast,) Mary doesn’t eat sushi.’

In (25), the contrast in negation occurs, that is, (25a) is affirmative while (25b)
is negative. This results in the appearance of the contrast marker -wa. However,
the contrast is not always between negation and affirmation. Thus, -wa does not
always predict the negation of the clause. This is illustrated in (26).
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(26)a. John-wa sushi-o taberu.
-TOP -ACC eat
‘John eats sushi’
b. Mary-wa teriyaki-o taberu.
-CONTRAST -ACC eat
‘Mary eats teriyaki’

In (26), the contrast is between what they eat, but not in negation. This indi-
cates that -wa cannot determine the negation of the clause. For this reason, -wa
cannot license Japanese VPE, as seen in (27), which is intended to be the ellipsis
counterpart of (25).

(27)a. John-wa sushi-o taberu.
-TOP -ACC eat
‘John eats sushi’
b.* Mary-wa da.
-CONTRAST COP
‘(intended reading) Mary doesn’t’

These ungrammatical examples seen above indicate that being focused or con-
trasted is not the primary key to licensing Japanese VPE. Instead, whether or not
the element can determine the negation of the clause is the key. They also show
that the copula da is not solely responsible for Japanese VPE.

3.2 Identity Conditions

In this study, I claim that Japanese VPE is a consequence of PF-deletion, and it is
allowed under syntactic identity. In what follows, evidence for PF-deletion is
provided. I also discuss how VPs are deleted and recovered in Japanese VPE.

3.2.1 PF-deletion under Syntactic Identity
Assuming NPIs are licensed at a syntactic level, I argue that the fact that zenzen is
overtly expressed is the indication of the appearance of the negation marker at PF.
That leads to my claim that Japanese VPE is considered to be a result of PF-
deletion.

Additional evidence for the PF-deletion analysis is as follows. I observe that
Japanese VPE is not allowed without linguistic antecedent, as seen in (28).

(28)  [Seeing John is eating sushi...]
# Watashi-mo da.
I-also COP.PRESENT
‘[intended reading] I’'m going to eat sushi too’
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In Hankamer and Sag’s (1976) work on what controls anaphora, they discuss
two types of anaphora; Surface Anaphora, which is syntactic controlled anaphora,
and Deep Anaphora, which is pragmatic controlled anaphora. Surface Anaphora
requires a linguistic antecedent, while the meaning of Deep Anaphora can be
recovered pragmatically. According to their classification, Japanese VPE is
Surface Anaphora: it requires a linguistic antecedent. Following their claim that
Surface Anaphora involves syntactic deletion, I argue that Japanese VPE involves
syntactic deletion. English VPE also exhibits the same property (Hankamer and
Sag 1976).

3.2.2. Deletion and Recovery

In this section, I demonstrate how the deletion of VP occurs, and how the elided
VP is recovered taking ellipsis involving zenzen as an example. I argue that in a
sentence where a semantically negative NPI (e.g., zenzen) appears, the negation
marker -nai is always a candidate for deletion because of the semantic redundancy
of [+ neg]. However, since —nai is bound to the verb in Japanese, it cannot be
elided leaving VP as shown in (29).

(29) * Mary-wa zenzen  sushi-o tabe-[e]. (e =nai)

Thus, for ellipsis like (1¢) to occur, two conditions have to be satisfied: there is a
linguistic antecedent; the NPI is semantically negative. This is illustrated in (30).

(30)a. John-wa sushi-o  taberu, < Linguistic antecedent

b. Mary-wa; zenzen; ferfrtifaec fvatlsushi-o—tabdnailfl-nel da.
I |

Semantic redundancy of negation

Following Rooth (1992), I consider ellipsis to be a device expressing redun-
dancy. Recovery of the elided VP in (30b) works as follows. Ellipsis followed by
the copula da indicates that there are syntactic and/or semantic redundancies. The
VP, sushi-o taberu ‘eat sushi’, is available from the preceding clause in (30a), and
zenzen, where [+ neg] is encoded, adds the negation to the VP. Thus, Mary
doesn’t eat sushi is recovered.

4. Summary

This study examined the Japanese phenomenon where VPs are not overtly ex-
pressed but are recoverable. The property is shared with English VPE and the
phenomenon is considered to be VPE. I argued that No-da Focus Construction is
the underlying construction of Japanese VPE. I also argued that Japanese VPE
undergoes focus movement: focused elements can move up to Spec of FocP in the
structure of the left periphery and the remnant can be deleted. I claimed that items
that can determine the negation of the clause, such as, -mo ‘also’ and zenzen ‘(not)
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at all’ can license Japanese VPE, and that PF-deletion is involved. I also demon-
strated how VPs are elided and recovered.
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Multiple Exponence of Derivational Morphology
in Raramuri (Tarahumara)

GABRIELA CABALLERO
University of California, Berkeley

1. Background

Theories of structural complexity and blocking (Anderson 1992, Andrews 1990)
are challenged by the existence of Multiple Exponence (ME), a one-to-many
mapping between a (morphological) category and its formal expression (Mat-
thews 1972). Cases of ME, however, are well attested (e.g. agreement in Potawa-
tomi (Anderson 1992), negation in Luganda (Peterson 1994), negation and
agreement in Limbu (van Driem 1997)), and have been argued to support realiza-
tional theories of morphology and syntax. In these theories, morphosyntactic
features are transferred and realized morphologically in several ways in the
language (Matthews 1972, Stump 2001, Sells 2004); this entails that ME might be
exhibited by inflectional categories, but not by categories that do not involve
transfer of morphosyntactic features, such as argument structure changing opera-
tions.

Given the recursivity property of derivational morphology (Booij 2000), a de-
rivational process may apply to a stem previously derived through the same
process. In Raramuri (Tarahumara), a causative stem may be causativized a
second time, adding a second causer argument, as shown in (1b):’

" I would like to thank Sebastian Fuentes, Bertha Fuentes, Luz Elena Le6n, Rosa Fuentes, Santos
Fuentes, Giltro Fuentes Palma, Javier Holguin and Alicia Holguin for their patience in teaching
me their language. I would also like to thank Andrew Garrett, Larry Hyman, Sharon Inkelas,
Johanna Nichols, Andrew Spencer and the audiences of the Linguistic Association of Great
Britain meeting in Newcastle and BLS 33 for their comments and suggestions. I would like to
extend a special thanks to Teresa McFarland for extensive discussion of the material and analysis
presented here. All errors are my responsibility. Work presented here is part of ongoing research
on Choguita Raramuri funded by the Hans Rausing Endangered Languages Project at SOAS,
UCMEXUS, and the Survey of California and Other Indian Languages (UC Berkeley).

' Abbreviations: A - Accusative; APPL — Applicative; CAUS — Causative; CAUS.IND - Indirect
Causative; Copr — Copula; CoMpP — Complementizer; DEM — Demonstrative; DESID — Desiderative;
DUB — Dubitative; Ev - Evidential; FUT.SG - Future sg; FUT.PL - Future Pl; FUT.PASS - Future
Passive; HAB.PASS — Habitual Passive; INCH — Inchoative; INT — Intensive; MOT - Associated
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(1) a. ne mi biné -ri -ma wikard
ISGN 2SGA LEARN -CAUS -FUT.SG SING
‘I will make you learn (I’ll teach you) how to sing’
[[learn] + CAUS = teach]

b. nihé mi  biné -r -ti -ki ktruwi
1SGN 2SGA LEARN -CAUS -CAUS -PST:1 CHILDREN
‘I made you teach the children’
[[[learn] + CAUS = teach] + CAUS = make teach]

However, Rardmuri also displays multiple formal instances of the same
derivational process with no parallel semantic recursivity, as shown in (2).

(2) nihé mi rika -r -ti -ma
ISGN 2SGA  GET.DRUNK  -CAUS -CAUS -FUT.SG
‘I will make you get drunk’ (*‘I will make you make her drunk’) 2

The example in (2) constitutes ME, since a single morphological category (one
causer argument) is formally introduced by two exponents (two causative allo-
morphs).

This paper makes an empirical contribution by introducing several patterns
of ME in Raramuri, which crucially involve derivational information.® This paper
also shows that ME in Raramuri targets categories in specific areas of the layered
structure of the verb with characteristic morpho-prosodic properties which make
them difficult to parse and prone to be reanalyzed as part of the stem. Specifically,
I argue that the opaque inner morphological markers generate a morphological
constituent that requires further affixation.

2. Raramuri Verb Structure

Raramuri is an agglutinative, mostly suffixing Uto-Aztecan language spoken in
the Mexican State of Chihuahua by about 75,000 speakers.* Figure 1 shows the
relative order of the suffixes of the Raramuri verb.” The “inner stem” is the input
to suffixation, where lexicalized and unproductive or semi-productive processes
take place.

Motion; N — Nominative; PARTC — Participle; PRES — Present; PST — Past; PST:1 - Past 1% person;
TR — Transitive; TR.PL — Transitive Pluractional.

* There are no case markers in this language and there is no pronominal form for third person.

? The characterization of Raramuri’s suffixes as derivational or inflectional was based on criteria
such as generality/productivity, obligatoriness, recursivity and sensitivity to grammatical
environment (Bybee 1985, Bickel & Nichols 2001).

* This paper presents data of the Raramuri dialect spoken in Choguita, municipality of Guachochi.
The data were obtained through my field research in this community from 2003 to 2007.

> Ordering facts that partially motivate this organization are shown in the Appendix.
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Figure 1 — Suffix positions and categories expressed in the Raramuri verb
[Inner stem] S1 S2 S3 S4 S5 S6 S7 S8 S9 S10 SI1
INcH TR ApPL MOT CAuSs APPL DESID Ev. TAM TAM Subord.

This scheme does not imply a slot-and-filler, template-like structure. The verb
has a layered, hierarchical structure that can be divided into stem levels, deter-
mined by morphophonological properties, such as back harmony and stress shifts.
The morphological processes taking place closer to the root are tighter phonologi-
cally to the root than later morphological process. This is schematized in Figure 2.

Figure 2 — Raramuri verbal stem levels and their morphophonology

S1S2 [ S3S4S5S6 | S7S8S9S10 | S11
Stem levels | Inner Stem Derived | Syntactic Finite Verb Subord.
Stem Stem Verb
—
% % Compengatory
= § lengthemng _
gE 2 >
£ s Stress shift
S & < >
— Back harmony

Stress is assigned in either the first, second or third syllable, on either the root
or on suffixes that are cohering prosodically with the stem (there is an initial
three-syllable stress window (Caballero 2005)). The stress behavior of suffixes is
schematized in Figure 3:

Figure 3 — Raramuri verbal stem levels and stress behavior of suffixes
[[[[[Inner Stem] S18S2 Derived] S3 54 S5 S6 Syntactic] S7 S8 S9 S10 Finite] S11 Sub.]

+—> —> +—> <« >

Cohering Non-Cohering Cohering Non-Cohering

The syntactic stem (S3-S6) constitutes an intermediate zone: it is the domain
of only one phonological process (back harmony), its suffixes are non-cohering,
and causative —#i and applicative —ki (in S5 and S6) display ME, as it will be
discussed in §3.3 and §3.4.

3. Multiple Exponence in the Raramuri Verb
ME in this language is formally expressed in several ways:®

¢ Similar patterns are documented for a closely related language, Highland Guarijio (Miller 1996).
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a) Prefixation and stem consonant mutation to mark intensive aspect (§3.1).

b) Applicative stems that redundantly take applicative suffixes (§3.2).

c) Multiple suffixation of causative and applicative suffixes with no parallel
semantic recursivity (§3.3 and §3.4).

Though patterns (a) and (b) are not uncommon cross-linguistically, to my
knowledge there are only a few documented cases of pattern (c) for derivational
morphology.’

3.1. Prefixation and Medial Consonant Mutation in the Intensive

Raramuri “intensives” (pluractionals) indicate in the verb a plural subject, or an
action that occurs or is being performed by several agents or by the same agent
several times (Lionnet 1968). Intensives, appearing frequently in text but of
receding productivity, are marked through prefixation (a), consonant mutation (b),
or marked through both prefixation and consonant mutation (c-d)."®

Intensive
(3) a. ¢oni 0-Coni ‘to become black’
b. kaporame kaboérame ‘to be round’
c. kipa i-kiba ‘to snow’
d. bahi a-pahi ‘to drink’

The forms with both prefixation and consonant mutation do not have alterna-
tive forms with a single exponent for the intensive.

3.2. Applicative Stems Adding Applicative Suffixes

Another ME pattern involves applicative stems. There are unaccented and ac-
cented roots and stress-perturbing and stress-neutral suffixes in Raramuri. Stress-
perturbing suffixes trigger stress shifts and vowel alternations with unaccented
stems. Unaccented stems have a valence stem allomorphy system (schematized in
Table 4): applicative stems are formed by replacing the final stem vowel with a
stressed front vowel (e.g., (4¢)).

Table 4 — Valence stem allomorphy
Intransitive  Transitive Applicative

- ori-/ora ori ‘cut grains from cob’
- 1¢1-/1¢4 1¢1 ‘plant’

noko/nokd - noké ‘move’

suwi suwa suwé ‘run out/finish up’

7 Similar cases are found in Bantu (e.g., causative doubling in Jita (Downing 2005), Kinande
(Mutaka and Hyman 1990), and Bemba (Hyman 1994)).
¥ The prefix (originally i-) assimilates in color with the first stem vowel (Lionnet 1968).
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(4) a. nihé ba’ari ici -méa muni
1SGN TOMORROW  PLANT -FUT.SG BEANS
‘I will plant beans tomorrow’

b. nihé suni  i€a  -ki rapako
1SGN CORN PLANT -PST:1 YESTERDAY
‘I planted corn yesterday’

C. nihé ba’ari ne yé -ra  idi -ma
1SGN TOMORROW  1SGN MOTHER-POSS PLANT.APPL-FUT.SG
‘I will plant for my mom tomorrow’

These applicative stems might add an applicative suffix in an apparently
redundant fashion (e.g. (5b-6b)).

5) a. nihé ba’ari ne é -ra iéi -ma
Y
1SGN TOMORROW  1SGN MOTHER-POSS PLANT.APPL-FUT.SG
‘I will plant for my mom tomorrow’

b. nihé ne yé -ra  idi -ki -ma
1SGN 1SGN MOTHER-POSS PLANT.APPL -APPL -FUT.SG
‘I will plant for my mom’

(6) a. ma =ni mi suwé -1 remé
ALREADY=1SGN 2SGA FINISH.UP.APPL-PST TORTILLAS
‘I already finished (ate) up your tortillas’

b. ma =ni mi suwé -ki 11 remé
ALREADY=1SGN 2SGA FINISH.UP.APPL -APPL -PST TORTILLAS
‘I already finished (ate) up your tortillas’

There is free variation between the verbal forms that have one applicative
marker (5a, 6a) and the forms with two applicative markers (5b, 6b).

3.3. Multiple Affixation of Causative

The Raramuri causative suffix adds a causer argument to both intransitive and
transitive verbs. The causative suffix has two allomorphs, - (7a) and —ri (7b).’
The distribution of the allomorphs is largely unpredictable, but following general
rules of allophony in the language, the allomorph with the voiceless onset () is
used post-consonantally. In (7¢) post-tonic vowel deletion yields an environment
in which the onset of the causative is voiceless.

? All suffixes with a stop onset display this allomorphy.
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(7) a. ne mi napa -ti -ma ta muchi
1SGN 2SGA HUG -CAUS -FUT.SG DEM BABY
‘I will make you hug the baby’

b. ne mi pewd -ri -ma bahi -wa -chi
1SGN 2SGA SMOKE -CAUS -FUT.SG DRINK -HAB.PASS -LocC
‘I will make you smoke at the drinking party’

c. ti michipiri tami ldan -ti -ki  *lan-ri-ki
/ti michipiri tami 1&ni -ti -ki
DEM SPLINTER ISGA BLEED -CAUS -PST
‘the splinter made me bleed’

A very productive pattern of ME in Rardmuri involves repetition of the causa-
tive suffix, where post-tonic vowel deletion yields non-identical allomorphs of the
causative suffix, as shown in (8)."°

(8) a =mi tami mé -r -ti -ma?
AFF  =2SGN ISGA WIN -CAuUS -CAUS -FUT.SG
‘will you make me win?’

The possibility of having ME of the causative is conditioned by the position of
stress and post-tonic vowel deletion. There are stems that have final or pre-final
stem stress depending on tense/aspect morphemes or alternating freely. On these
stems, non-final stem stress yields a form with one causative (9a), while final
stem stress yields a form with ME (9b).

(9) a. tami ub -ti -ma, mama?
I1SGA BATHE -CAUS -FUT.SG MOM
‘Will you bathe me, mom?’

b. tami ma ubd -r  -ti -11 ne yé -ra
1SGN ALREADY BATHE-CAUS-CAUS-PST 1SGN MOM-POSS
‘my mom already bathed me’

The distribution of ME of causatives is consistent with this prosodic generaliza-
tion: final-stress stems will optionally have ME of the causative (10-11). The
forms with one causative freely alternate with forms with two causatives.

(10) a. ne mi mé -r -ma ora
ISGN 2SGA WIN  -CAUS -FUT.SG Ev
‘I will make you win’

19 Recall that the two allomorphs are also used with compositional semantics (cf. (1b))
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(11) a.

ne mi mé -r -ti -ma ora
1SGN 2SGA WIN  -CAUS -CAUS -FUT.SG Ev
‘I will make you win’

muhé ma tami haré wasi ko’i -ri -11
1SGN ALREADY 2SGA SOME COWS KILL -CAUS -PsT
‘You already made me kill some cows’

ne mi haré wasi ko’i -r -ti -ma ora
1SGN 2SGA SOME COWS KILL.PL -CAUS -CAUS-FUT.SG CER
‘I will make you kill some cows’

Stems with non-final stress, on the other hand, where post-tonic vowel dele-
tion targets the final vowel of the stem, never display double causative suffixa-
tion, as in the examples in (12).

(12) a.

34.

nihé émi  ték -ti -ma *ték-r-ti-ma
/mnihé émi  téki -ti -ma/

1SGN 2PLA BE.DRUNK.PL -CAUS -FUT.SG

‘I will make you all drunk’

nihé mi panik -ti -ma *panik-r-ti-ma
/nihé mi paniki -ti -ma/
ISGN  2SGA WASH.HANDS -CAUS -FUT.SG
‘I will make you wash your hands’

Multiple Suffixation of Applicative

The applicative suffix -ki adds a benefactive argument (‘to do X for Y’), and, as
the causative suffix, it can be doubled with no equivalent semantic compositional-
ity (13-14). The forms with one and two applicatives are judged to be semantical-
ly equivalent.

(13) a.

(14) a.

ne mi semé -ki -ma ora biré  taki
1SGN 2SGA PLAY -APPL -FUT.SG Ev ONE SONG
‘I will play one song for you’

ne mi semé -ki -ki -ma ora biré taki
1SGN 2SGA PLAY -APPL -APPL -FUT.SG EV ONE SONG
‘I will play one song for you’

ne mi wato -n -ki -ma ule

1SGN 2SGA STRETCH-TR -APPL -FUT.SG RUBBER
‘I will stretch out the rubber for you’
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b. ne mi wato -n -ki -ki -ma ule
IsgN 2sgA  STRETCH-TR -APPL -APPL -FUT.SG RUBBER
‘I will stretch out the rubber for you’

Unlike ME of causatives, ME of applicative -ki is not prosodically condi-
tioned, and is very restricted and subject to considerable speaker variation.

There are, however, other, less restricted patterns of ME involving applica-
tives in Rardmuri. Suffixes —ni and —si introduce benefactive arguments, but are
less general and productive than suffix -ki. Verbs taking suffixes —ni (15) and —si
(16) can add the more productive suffix -ki:

(15) a. ne mi su -n -ma sipticha
1SGN 2SGA SEW -APPL -FUT.SG SKIRT
‘I will sew a skirt for you’

b. ne mi su -n -ki -ma sipucha
1SGN 2SGA SEW -APPL -APPL -FUT.SG SKIRT
‘I will sew a skirt for you’

(16) a. ma =ni mi pa -si -1 pelota
ALREADY=1SGN 2SGA THROW-APPL -PST BALL
‘I already threw the ball at you’

b. ma =ni mi pa -si -ki -1 pelota
ALREADY=1SGN 2SGA THROW-APPL -APPL -PST BALL
‘I already threw the ball at you’

The examples in (16-17) show that in these cases there is also free variation
between the forms with one and two applicative suffixes.

4. ME as Morphological Transparency

There are, then, several patterns of ME in Rardmuri that involve derivational
information (intensive, causative and applicative). What should be accounted for
is the fact that ME is restricted to the inner stem and the syntactic stem:

Figure 4 — Raramuri verbal stem levels and the occurrence of ME
[w] S18S2 Derived stem] g S4 M Syntactic stem] S7 S8 S9 S10 Finite verb] S11 Subord.]
ME ME

What these specific areas of the verb have in common is that the morphologi-
cal markers that belong in these zones are difficult to parse. According to Hay &
Plag (2004), affixes have different degrees of decomposability or parsability in
speech perception, and occupy a place along a processing complexity scale. On
this account, affixes difficult to parse are less separable affixes with higher
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boundary strengths, either because they are less phonologically segmentable, less
transparent, less frequent and/or less productive (2004:571).

The morphological markers exhibiting ME in Raramuri are difficult to parse
in two ways: they are either increasingly unproductive (intensive and applicative)
or less phonologically segmentable due to a high degree of morphophonological
fusion (causative). Thus, the overarching mechanism generating ME in the
Raramuri verb is morphological opacity: ME arises when a morphological marker
is difficult to parse and a second round of marking is required for the sake of
morphological transparency.

ME in the syntactic stem, a verbal zone with non-cohering suffixes, is prosod-
ically conditioned. As shown in §3.3, ME of the causative suffix depends on
stress assignment and post-tonic vowel deletion. Post-tonic vowel deletion targets
the nucleus of the causative suffix, making this suffix less phonologically seg-
mentable. Specifically, the inner copy of the causative is getting fused phonologi-
cally and reanalyzed as part of the stem; the outer copy is there for morphological
transparency. This is shown schematically in Figure 5.

Figure 5 — Reanalysis of causative allomorph
Post-tonic V deletion: Reanalysis and further suffixation:
mé-ri-ma - mé-r-ma - mér-ti-ma

The first copy of the causative, reanalyzed as part of the stem, generates a Causa-
tive Stem, a morphological constituent that requires further suffixation.

Doubling of applicative suffix —ki, on the other hand, seems to arise through
analogical extension with the causative. In this case analogical extension is
plausible, given the morpho-syntactically relatedness of causative and applicative,
and the adjacency of these suffixes in the layered structure of the verb.

Finally, the remaining cases of ME can also be thought of as arising from
morphological opacity. In these cases, ME targets categories that are less parsable
due to their decreasing productivity. The intensive pattern, which involves prefix-
ation and consonant mutation, is archaic and has been argued to originate in a
formerly productive stress pattern with voiceless/fortis onsets of stressed syllables
(Lionnet 1972)."" The applicative patterns, however, are a more recent develop-
ment: both the applicative stems with vowel alternations and the roots that take
the less general applicative suffixes are re-interpreted as requiring the further
affixation of the more productive and general applicative suffix —4i. There are no

" The reduplicated forms would have a plosive voicing pattern opposite to that of unreduplicated
stems. The loss of the rhythmic pattern, plus leveling of the stress differences between unredupli-
cated and reduplicated stems, would have then rendered the voicing alternation opaque.
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cases of applicative stems that add the less general suffixes —ni and -si.'* Only the
more productive applicative -ki can be attached to an applicative stem. "

Since forms displaying ME co-exist freely with forms with no ME, we might
consider this phenomenon as a first step in a historical process that has been
proposed as the source of ME in Skou (Donahue 1999). In Skou, a language of
New Guinea, a series of sound changes (loss of voicing and other contrasts) led to
consonant cluster simplifications. These changes affected agreement prefixes,
leading to loss of contrast in a large number of verb forms in paradigms. “These
factors would appear to be sufficient to bring about a second process of cliticiza-
tion onto the verb in order to preserve contrastive verbal agreement” (Donohue
2003:493). Similar developments have been proposed for the ME patterns of
Limbu, a Kiranti language (van Driem 1997, Anderson 2001).

5. Some Possible Implications

This case raises the more general issue of the status of derivational morphology
for realizational models of morphology, which are founded on the assumption that
inflection and derivation belong to different components of the grammar, and thus
differ in their formal properties (the ‘Split Morphology Hypothesis’ (Matthews
1972, Anderson 1992). ME is commonly described for inflection (particularly
agreement), but not for derivation. This paper shows that ME can be morphologi-
cally conditioned and not constrained to inflection, constituting a possible exam-
ple of how inflectional and derivational morphology do not differ drastically as to
their formal morphological properties.
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Appendix: Ordering facts of the Raramuri verb
INCH (S1) - TR.PL (S2)

nehé rata -ba -Ca -ma ko’wa -ami

1SGN HEAT -INCH -TR.PL-FUT.SG EAT  -PRTC

‘I will heat up the food’

TR (S2) — APPL (S3)

ne mi moo -bu  -ni -ma ta towi trokaci
1SGN 2SGA Go.up -TR -APPL -FUT.SG DEM BOY TRUCK

‘I will lift you the boy up into the truck’

APPL (S3) — MoT (S4)

nam -ta hu ndpu ma tami §Sird -n -Si -0
HEAR -PARTCCOP COMP ALREADY ISGA HUNT -APPL -MOT -EvV
‘It sounds like (they) are already hunting it for me’

MorT (S4) — CAUS (S5)

mi =ni wikara -si -ti -ma ora suma bu’uchi
2SGA =ISGN SING -MoT -CAUS -FUT.SG Ev ALL  ROAD

‘I will make you go singing all the way’

CAUS (S5) — APPL (S6)

mi =n Patricio soda rariit  -r -ti -ki -ma ora
2SGA =1SGN SODA BUY -CAUS -CAUS -APPL -FUT.SG Ev
‘I will make you buy soda for Patricio’

APPL (S6) — DESID (S7)

ne mi biré wasi mi’ri -ki -niri muhé omawarachi

1SGN 2SGA ONE COW KILL -APPL -DESID 2GNN PARTY

‘I want to kill one cow for you, for your party’

DESID (S7) — Ev (S8)
ne ko mayé¢ ma bahi -ni -¢in -0
1SGN EMPH THINK ALREADY DRINK -DESID-EV  -Ev

‘I think it sounds like they already want to drink (start the drinking party)’
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Disambiguation Strategies in Across-the-Board Wh-Questions

BARBARA CITKO
University of Washington

0. Ambiguity of ATB Wh-Questions

Across-the-board wh-questions are considered to be ambiguous between so-called
single individual and pair list readings. The two readings are best distinguished by
the types of answers such questions allow. For example, (1a) can either be a
question about a single quantity of books, or about two distinct quantities, as
shown by the availability of the answers in (1b) and (lc).1

(1) a. How many books; did John like ¢; and Mary dislike #,?
b. Seven.
C. John liked 5 books and Mary disliked 8 books.

On the copy theory of movement of Chomsky (1995), which treats movement
as a sequence of three operations (Copy, Merge, and Delete), the availability of
these two interpretations can be reduced to the issue of which copy (or copies) are
deleted at LF. The two possible derivations of (1a), corresponding to the two
interpretations, are schematized in (2a-c) and (3a-c), respectively. Both involve
deletion of the lower two copies at PF, illustrated in (2b) and (3b). The two differ,
however, with respect to which copies delete at LF. If the two lower copies delete,
the result is a single individual reading, given in (2c), in which the fronted wh-
phrase has wide scope with respect to the conjunction. If the higher copy deletes,

" There is a preference for single individual readings, which has to do with the blocking effect
induced by the availability of CP coordination alternative, given in (i), which is unambiguously
interpreted as pair list.

(1) How many books; did John like #; and how many books; did Mary dislike £,?

The availability of pair list readings in ATB questions becomes more apparent in examples of the
following sort:

(i1) Which of his victims; did Bill kill ¢; on Tuesday and Fred kill #; on Wednesday?

(iii) Bill killed his first victim and Fred killed his second.

(iv) Bill killed Bruno and Fred killed Arno. (Munn 1999:422)
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the result is a pair list reading, given in (3c), in which the wh-phrase has narrow
scope with respect to the conjunction.

(2) a. Copy and Merge how many books in [Spec,CP]:
[cp How many books did [gp [tp John like how many books] and
[tp Mary dislike how many books? | ] ]

b. Delete lower copies at PF:
[cp How many books did [ gp [1p John like Aew-many-books] and
[tp Mary dislike Aow-many-books? | ] |

C. Delete lower copies at LF:

[cp How many books did [gp [tp John like #ew-many-books] and
[tp Mary dislike Aow-many-books? | || (single individual reading)

3) a. Copy and Merge how many books in [Spec,CP]:
[cp How many books did [gp [tp John like how many books] and
[tp Mary dislike how many books? | ] ]
b. Delete lower copies at PF:

[cp How many books did [gp [1p John like Aowmany-books] and
[tp Mary dislike Aow-many-books? | | |
C. Delete upper copy at LF:

[cp How—many—books did [gp [tp John like how many books]| and
[tp Mary dislike how many books? | ] ] (pair list reading)

This is by no means the only way to account for the ambiguity of ATB ques-
tions. However, since my main focus in this paper is not on what allows both
readings, but on what factors disambiguate toward one reading over the other, |
will refrain from comparing the copy deletion based account schematized here to
more semantic alternatives, such as Munn’s (1999) account, which assimilates
pair list readings to functional readings, or Gawron and Kehler’s (2003) account,
which derives pair list readings from the presence of an implicit RESP operator,
thus assimilating them to coordinate structures containing the adverb respectively.

Instead, I will examine two factors that disambiguate toward either a single
individual or a pair list interpretation of ATB questions. One involves the choice
of the coordination strategy, and the other one left branch extraction. I will focus
on Polish, a West Slavic language, which differs from English in three relevant
respects. First, unlike English, it allows the correlative coordination both ... and
with clausal conjuncts:* >

? Polish is not unique in this respect. Johannessen (2005) shows that Norwegian, Icelandic, Greek,
and Dutch behave similarly.
? All correlative coordination strategies in Polish involve repetition of the relevant conjunction:
(1) i Jani Maria
and Jan and Maria
‘both Jan and Maria’
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4) a.  * Both John laughs and Mary smiles. (Larson 1985:237)
b. I Jan si¢ $miejei Mariasi¢ $miegje.
and Jan REFL laughs and Maria REFL laughs
‘Jan laughs and Maria laughs’

Second, unlike English, Polish allows left branch extraction:

(%) a. * How many; did you read ¢; books?
b. lle; ksiazek #; przeczytatas?
how-many books  read.2sg
‘How many books have you read?’

And third, Polish has an ‘extra’ conjunction marker, the so-called contrastive
conjunction, which creates extra interpretive possibilities in ATB questions. The
conjunction in question is a, glossed as andc, which is distinguished from the
consecutive conjunction i, which marks temporal sequence. English uses the
same conjunction to express both contrast and temporal sequence, which has been
shown by Malchukov (2004) to be quite common from a typological perspective.*

(6) a. Poszedt do sklepui/ *a  kupit chleb.
went to store and andc bought bread
‘He went to the store and bought some bread.’
b. Jan poszedt do sklepua/ *i Maria pojechata do kina.
Jan went  to store andc/and Maria went to cinema
‘Jan went to the store and Maria to the movies.’

The contrastive nature of the Polish conjunction a is further shown by the fact that
it is required in cases of coordinate ellipsis, such as gapping or right node raising.’

(i1) albo Jan albo Maria

or Janor Maria

‘either Jan or Maria’
(iii) ani Jan ani Maria

nor Jan nor Maria

‘neither Jan nor Maria’
* In cases such as the ones given in (i-ii), in which there is no overtly expressed contrast, there is
an implicit one.
(1) Znikat na cale tygodnie,a nawet miesiace.

disappeared for whole weeks, and. even months

‘He would disappear for whole weeks, and even months.’

(The IPI PAN Corpus of Polish)

(i1) Ston a sprawa polska
elephant and.  question Poland
‘The elephant and the Polish issue’ (Robert Rothstein, p.c.)

Frajzyngier (1985) shows that it can also be used as a switch reference marker.
> Ellipsis is well-known to require its remnants to be contrastively focused (see Hankamer 1971,
Jackendoff 1971 for early observations of this requirement).
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(7 a. Maria czyta ksigzki @/ *i  Ania opowiadania.
Maria reads books andc.and Ania stories
‘Maria reads books and Ania stories.’
b. Jan przeczytal a/ *i Maria zrecenzjonowala ten artykut.
Jan read and. and Maria reviewed this article
‘Jan read and Maria read this article.’

In the remainder of this paper, I turn to the issue of how the choice of coordi-
nation strategy and left branch extraction affect the interpretation of ATB ques-
tions. I will proceed as follows. In Sections 1 and 2, I will show that correlative
coordination disambiguates toward a single individual reading and left branch
extraction disambiguates toward a pair list reading. And in Section 3, 1 will
propose an account which derives these two generalizations from two independent
factors: the status of the correlative both as a focus particle, and the fact that focus
particles cause intervention effects.

1. Conjunction Strategies in Polish ATB Questions

All three conjunctions strategies discussed in the previous section, namely con-
secutive, contrastive, and correlative conjunctions, are allowed in Polish ATB
questions. However, they result in different interpretations. Questions with
consecutive and correlative conjunctions are disambiguated toward a single
individual reading, as shown in (8) and (9), whereas questions with a contrastive
conjunction allow both readings, as shown in (10).

() a. lle artykutow; i Marianapisatat; i  Ania
how-many articles and Maria wrote and Ania
przeczytata ¢,?
read
‘How many articles did Maria write and Ania read?’

b. Piec¢.
five

c. # Maria napisata 5 artykuléw i Ania przeczytata 9 artykutdéw.
Maria wrote 5 articles and Ania read 9 articles

‘Maria wrote 5 articles and Ania read 9 articles.’

9) a. lle artykutow; Maria napisata ¢, i Ania przeczytata ¢;?
how-many articles =~ Maria wrote and Ania read
‘How many articles did Maria write and Ania read?’
b. Pig¢.
five
c.  #Marianapisala 5 artykuléw i  Ania przeczytata 9 artykutow.
Maria wrote 5 articles and Ania read 9 articles

‘Maria wrote 5 articles and Ania read 9 articles.’
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(10) a. lle artykutow; Maria napisata ;@  Ania przeczytata ¢,;?
how-many articles Maria wrote andc Ania read
‘How many articles did Maria write and Ania read?’
b. Piec¢.
five
c. Maria napisata 5 artykutow a Ania przeczytata 9 artykutow.
Maria wrote 5 articles  andc Ania read 9 articles

‘Maria wrote 5 articles and Ania read 9 articles.’

In cases in which only a pair list reading is felicitous, such as the one in (11a-b),
only a contrastive conjunction is possible:°

(11) a. lle ze swoich ofiar  Jan zabil t; w pigtek a/*i  Tomek
how-many of REFL  victims Jan killed on Friday andc/and Tom
zamordowal t; w sobote?
murdered on Saturday
‘How many of his victims did Jan kill on Friday and Tom murder
on Saturday?’

b. *lle ze swoich ofiar i Jan zabit w piagtek i
how-many of REFL victims and Jan killed on Friday and
Tomek zamordowal w sobotg?

Tom murdered on Saturday

The generalization that emerges from the data discussed in this section is that
correlative and consecutive coordination strategy block pair list readings in ATB
wh-questions. In the next section, I turn to the effects of left branch extraction on
the interpretation of ATB questions.

2. Left Branch Extraction in ATB Wh-Questions

As is well-known since Ross 1967, Slavic languages allow violations of the Left
Branch Condition in simple wh-questions. An example from Polish is given in
(12a). It contrasts in grammaticality with (12b), which might suggest that left
branch extraction is impossible in ATB questions.

(12) a. lle; Maria napisala ¢; artykutow?
how-many Maria wrote articles
‘How many articles did Maria write?’

% These examples are modeled upon Munn’s (1999) English examples.
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b. *lle; Maria napisata #; artykutowi /a  Ania
how-many Maria wrote articles and/andc Ania
przeczytata t; artykulow?
read articles

‘How many articles did Maria write and Ania read?’

However, this is only apparent. In Citko 2006, I showed that ATB LBE is
grammatical as long as long as the ‘remnants’ inside the second conjunct are
distinct from their correspondents inside the first conjunct. (12b) thus becomes
grammatical if the stranded nominal inside the second conjunct is replaced with
one that is distinct from its correspondent inside the first conjunct.

(13) e Maria napisata ¢; artykutow @ Ania przeczytata #; opowiadan?
how-many Maria wrote  articles  andc Ania read stories
How many articles did Maria write and how many stories did Ania read?

What is interesting is the fact that left branch extraction in ATB questions is
only possible with a contrastive conjunction. This is shown by the contrast
between the grammatical example in (13) above, and the ungrammatical ones in
(14a-b) below, involving a consecutive and a correlative conjunction, respective-

ly.

(14) a. *[le; Maria napisala ¢; artykutéw i  Ania przeczytata ¢
how-many Maria wrote articles and Ania read
opowiadan?
stories
‘How many articles did Maria write and how many stories did
Ania read?’

b. *[le; i  Marianapisata ¢; artykutowi  Ania
how-many and Maria wrote articles  and Ania
przeczytata t; opowiadan?
read stories
‘How many articles did Maria write and how many stories did
Ania read?’

Furthermore, left branch extraction forces narrow scope interpretation. The only
possible answer to the question in (13) above involves two distinct quantities of
books.

(15) a. #Piec.

five
b. Maria napisata 5 artykutéw a Ania preczytata 10 esejow.
Maria wrote 5 articles andc Ania read 10 essays

‘Maria wrote 5 articles and Ania read 10 essays.’
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In this respect, ATB questions with left branch extraction (and a contrastive
conjunction) differ from their pied-piped counterparts, which allow both readings
(as shown in (10a-c) above). This raises the question of why left branch extraction
forces narrow scope interpretation. Two other questions that emerge from the
discussion so far are why correlative coordination blocks left branch extraction
(as shown in (14b) above), and why correlative coordination blocks narrow scope
reading (as shown in (10a-c) above). In what follows, I will show that the an-
swers to these questions are related, and follow from the status of correlative
coordination particles, coupled with independent properties of focus particles.

3. Toward an Account

There are two crucial ingredients to my proposal. The first one involves the
semantic contribution of the correlative particle both (and its Polish counterpart i
‘and’). In this respect, I follow Hendriks (2001) and Johannessen (2005), who
analyze correlative particles as focus particles. They point to the fact that in
English both behaves like only in (at least) two respects. Both both and only can
be separated from the constituents they are associated with, as shown in (16a-b).

(16) a. These circumstances proved fortunate both for [myself and
Augustus]. (Hendriks 2001:4)
b. These circumstances proved fortunate only for MYSELF.

Furthermore, both are incompatible with clauses:

(17) a. * Both it rains and it snows.
b. * Only it rains.

This prohibition is not universal, as shown by the grammatical status of the Polish
counterparts of the English examples in (17a-b).

(18) a. I padadeszczi pada $nieg
and falls rain  and falls snow
‘It both rains and snows.’
b. Tylko pada deszcz.
only falls rain
‘It only rains.’

The second crucial ingredient in my proposal involves an independent fact
that focus particles cause intervention effects (Beck 2006, Kim and Beck 1997,
Pesetsky 2000, among others). A typical configuration that gives rise to interven-
tion effects is given schematically in (19a). Typical interveners, which can vary
from language to language, are given in (19b). The suggestion I would like to
make is that the focus particle both also belongs to the class of interveners.
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a. * A Intervener B
b. only, even, also, not, (almost) every, no, most, few (and other no-
minal quantifiers),  always, often, never (and other adverbial

quantifiers), both

There are three distinct environments that show intervention effects, depend-
ing on the nature of A and B in (19a). The first one involves wh-in-situ languages,
in which the intervener blocks the relationship between a wh-pronoun in situ and
its licensing complementizer. In the examples that follow, the interveners are in
italics, and the elements whose relationship is blocked are in bold.

(20)

C Intervener WH (wh-in-situ)
a. * Lili-yum eete pustakam-aane waayikk-ate? [Mal]
Lili-also which book-be read-NOM

‘Which book did Lili, too, read?’

c.  * Hotondo dono hito-mo nani-o  yonda no? [Jap]
almost every person what-ACC read Q
‘What did almost every person read?’

d.  ?*Zhiyou Lili kan-le na-ben shu? [Man]
only Liliread-asp which-cl book
‘Which book did only Lili read?’ (Beck 2006:6)

The second case of intervention involves multiple wh-questions in languages
which front only one wh-phrase overtly. Here the intervention effect concerns the
relationship between the two wh-phrases.’

21

WH; Intervener WH; (multiple wh-questions)

a. *Wen hatniemand wo  gesehen? [Ger]
whom has nobody where seen
‘Where did nobody see whom?’

b.  * Wie heeft niemand aan wie voorgesteld? [Dut]
who has nobody to who introduced
‘Who did nobody introduce to whom?’ (Beck 2006:7)

7 The situation is a little more complex in English, which show intervention effects only in D-
linked wh-questions violating superiority, as shown by the ontrast between (i) and (ii) (from
Pesetsky 2000)

(i)
(i)

Who did only John introduce to whom?

?? Which boy; did only Mary introduce which girl to t; 7
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And the third one, which is the one that is going to be most relevant for our
purposes, involves so-called discontinuous (or split) wh-phrases, in which the
relationship between two parts of a single wh-phrase is blocked by an intervening
quantificational element.®

(22) WH; Intervener WH; (discontinuous wh-phrases)
a. * Wen; hat keine Studentin  t; von den Musikern getroffen?
[Ger]
whom has no student of the musicians met
'Which of the musicians did no student meet?’
b. #Koho; malo studentu vidilo ¢ z muzikantu? [Cze]
whom few students saw from musicians

‘Who from the musicians did few students see?
(Kucerova, in press)

With this background on intervention, we can explain the effects of correlative
coordination on the interpretation of ATB wh-questions. The first question I want
to address here is why narrow scope reading is blocked by the presence of the
correlative marker. The relevant example is repeated below.

(23) a. lle artykutow; i  Marianapisata ¢, i  Ania
how-many articles  and Maria wrote and Ania
przeczytata ¢;?
read
‘How many articles did both Maria write and Ania read?’

b. Pig¢.
five

c.  #Marianapisata 5 artykuléw i Ania przeczytata 9 artykulow.
Maria wrote 5 articles and Ania read 9 articles

‘Maria wrote 5 articles and Ania read 9 articles.’

The most straightforward syntactic explanation for the availability of narrow
scope reading involves interpretation of the ATB extracted wh-phrase in a recon-
structed position. In the case at hand, however, reconstruction is blocked by the
correlative marker. Given the fact that the correlative marker is a focus particle,
the lack of narrow scope reading becomes a straightforward case of an interven-

¥ Corresponding examples in which the nominal is pied-piped are fine:

(i) Wen von den Musikern; hat keine Studentin t; getroffen?

whom of  the musicians hasno student met

"'Which of the musicians did no student meet?’ (Beck 1996:3-4)
(i1) Koho z muzikantw; vidilo mdlo studentu t;?

whom from musicians saw few students
*Who from the musicians did few students see?'
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tion effect, a covert counterpart of the overt cases given in (21) above. The
correlative marker intervenes between the interrogative complementizer and the
reconstructed wh-phrases, as shown in (24a-b).

(24) a. How-many-artietes did both Maria write how many articles and
Anna read how many articles?
b. C BOTH how many articles

We have also seen above that left branch extraction is blocked by an intervening
correlative focus particle, as shown by the ungrammatical status of (25).

(25) * Ile; i Maria napisata ¢; artykutow i Ania
how-many and Maria wrote articles and Ania
przeczytala t; esejow?
read essays

‘How many articles did Mary write and how many essays did Anna read?

This also becomes a straightforward case of an intervention effect, parallel to the
one illustrated in (22) above. The two parts of a wh-phrase (the how many ques-
tion part and its nominal complement) are separated by the focus particle both,
which is what induces an intervention effect.

(26) a. how many both Maria wrote articles and Aniaread essays
b. how-many = BOTH articles/essays

So far I have explained why correlative coordination blocks narrow scope and
left branch extraction. These two are obviously related, as they involve the similar
(if not identical) configurations at LF. I have not yet explained why consecutive
coordination in Polish induces the same intervention effect (as shown by the lack
of a pair list reading in (9) above), and why only contrastive coordination allows
narrow scope reading. While a complete consideration of these issues goes
beyond the scope of this paper, let me in conclusion offer some suggestions. One
way of explaining the lack of pair list readings with consecutive coordination
would involve a covert focus particle, akin to the overt both in correlative coordi-
nate structures.

The correlation between the availability of pair list readings and the use of a
contrastive conjunction, on the other hand, can be attributed to the lexical proper-
ties of the contrastive conjunction. It requires contrast between the two conjuncts.
A pair list reading, which results in two distinct answers, is one way of satisfying
this requirement. Alternatively, it can be satisfied by focusing the verbs or the
subjects, which makes a single individual reading possible. These two possibili-
ties are illustrated in (27-28).
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27) a. lle artykutow; Maria napisata ¢, a Ania
how-many articles Maria wrote andc Ania
przeczytata ¢,?
read
‘How many articles did Maria write and Ania read?’

b. Maria napisata 5 artykutow i Ania przeczytata 9 artykutow.
Maria wrote 5 articles and Ania read 9 articles
‘Maria wrote 5 articles and Ania read 9 articles.’

(28) a. lle artykutow; Maria NAPISALA t;a  Ania
how-many articles = Maria wrote andc Ania
PRZECZYTALA ¢?
read
‘How many articles did Maria WRITE and Ania READ?’

b. Piec.
five

4. Conclusion

To conclude briefly, I have examined in this paper two factors that affect the
interpretation of ATB questions. One was the choice of a coordination strategy
(consecutive, contrastive, or correlative), and the other one was left branch
extraction. I have shown that correlative coordination forces wide scope reading
and blocks left branch extraction. I have argued that this effect of correlative
coordination can be attributed to the status of the correlative both as a focus
particle, combined with an independent observation that focus particles cause
intervention effects. Consequently, I have shown that the incompatibility of pair
list readings and left branch extraction with correlative coordination is yet another
instance of an intervention effect.
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Toward a True Theory of the Periphery:
Why Culicover’s “Odd Prepositions” Aren’t That Odd

ELIZABETH COPPOCK
Stanford University

1. A chaotic picture of English prepositions

In Syntactic Nuts, Culicover (1999) uses the existence of lexical idiosyncrasies to
argue that the learner of English must be “conservative” and “attentive”. What he
means by this is perhaps most clear in his discussion of prepositions.

A normal preposition precedes its argument as in (1a), and pied-pipes, preced-
ing its argument as in (1b). It does not follow its argument, either in canonical
position (1c¢) or pied-piped (1d). It can strand, however, as in (1e):

(1) John sent a letter to Mary.

This is the lady to whom John sent a letter.
*John sent a letter Mary to.

*This is the lady whom to John sent a letter.
This is the lady John sent a letter to.

NN

But notwithstanding, ago, since, during, out, and off each differ from this picture
in their own little way. Culicover summarizes their properties as in Table 1.

Table 1: Behavior of odd prepositions according to Culicover (1999:82)

Preposition Precede  Piedpipe Follow Piedpipe Strand
NP (prec.) (follow)
notwithstanding yes yes yes no no
ago no n/a yes yes no
since yes with when  no n/a no
during yes yes no n/a 7?
out yes no no n/a no
off o yes no no no no

" Thanks to Ivan Sag, Arnold Zwicky, Charles Fillmore, and Daniel Johnson for useful insights.
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Table 1 shows the whole range of patterns: some prepositions must strand, some
must pied-pipe, and some do neither. In summary of this table, Culicover writes,
“a number of possible patterns are realized, with no apparent generalization
emerging among the exceptions” (p. 82). Based on this, he argues for “the con-
servative [learning] strategy of ‘setting’ the ‘features’ [STRAND] and [PIEDPIPE]
independently [for each word], on the basis of positive experience” (granted, with
scare quotes). This describes an atfentive learner, who pays attention to what
prepositions have (for example) pied-piped, and a conservative one, who does not
allow a preposition to pied-pipe unless it has been seen doing it. By this logic,
[PRECEDE NP] and [FOLLOW NP] must also be individually-set features.

The goal of this paper is to evaluate the empirical basis for Culicover’s
conclusion about learning. I will argue that a corrected version of the picture that
he presents follows from deeper principles, and that prepositions do not differ
arbitrarily in their ability to precede or follow their argument, strand, or pied-pipe.

2. Quibbling with the data

Before developing an account of the facts, I would like to establish the facts more
accurately; some of the entries in Table 1 appear to be incorrect. The native
English-speaking reader is encouraged to independently assess the data judgments
before getting to the analysis to be presented, to avoid bias.

2.1. Typo regarding off 2

If a preposition never follows its argument, then there is no reason to expect that it
should follow its argument when pied-piped. Therefore, the value in the “Piedpipe
(follow)” column should be “n/a” whenever the “Follow” column is “no,” as it is
for since, during, and out. The “no” in the “Piedpipe (follow)” column for off 2
should therefore read “n/a”. This renders the last two columns identical, so neither
out nor off 2 can be considered a unique “nut.”

2.2.  Pied-piping with since
Culicover judges that since cannot be pied-piped, except when its argument is

when, citing the contrast between these two examples:

(2) *Since which party hasn’t John called?
(3) Since when have you been able to speak French?(!)

There are other examples of pied-piped since that sound fine (found on the “eb):

(4) Since what year have all popes been cardinals?
(5) Since what war has Sweden remained a neutral country?

Presumably then, it is for pragmatic reasons that (2) sounds awkward, and “with

when” in since’s entry for “Piedpipe (prec.)” should be a “yes.”
According to Table 1, the preposition since cannot strand, and stranding with
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during gets a 7?. They seem equally acceptable stranded, however:

(6) ??World War I was the war that Sweden has been neutral since.
(7)  ?7?World War Il was the first war that Sweden was neutral during.

Therefore I put a “no” under “Strand for both during as well as since.

2.3.  Stranding with out
Culicover claims that stranded out is ungrammatical without of, thus:

(8) This is the door that you go out of.
(9) *This is the door that you go out. [C.’s judgment]

I find the of to be optional, and examples of stranded out without of are readily
found on well-written Internet pages. Some members of the BLS audience even
rejected (8), preferring (9). There should be a “yes” under “Strand” for out.

2.4. The new picture
All of these corrections leave us with the picture in Table 2. Deviations from the
normal pattern are shown in bold; corrections are shown with strike-throughs.

Table 2: Behavior of odd prepositions (revised)

Preposition Precede NP  Piedpipe Follow Piedpipe Strand
(prec.) (follow)

to (normal) yes yes no n/a yes
notwithstanding yes yes yes no no
ago no n/a yes yes no
since yes with-when yes  no n/a no
during yes yes no n/a 22 no
out yes no no n/a no

off yes no no Ao n/a no

Already this picture is less chaotic than the one in Table 1; it contains two pairs of
identical prepositions, since and during, and out and off 2. With the deviations
from the normal pattern highlighted, it can also be seen that the cases of deviation
from the normal pattern are less numerous than cases in which the normal pattern
is followed. There is a heavy concentration of deviations under the “Strand”
column, where there is ironically quite a uniform pattern of “no”s. The row for
ago is likewise uniformly deviant from the normal pattern. This picture does not
seem quite as hopelessly inexplicable as the other.

3. Explaining the new picture
Indeed, with a small number of independently-motivated principles, we can derive
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the picture in Table 2.

3.1. since and during

The unusual property of since and during is the inability to strand, as shown in (6)
and (7). This seems to follow from a general constraint, because temporal preposi-
tions all have difficulty stranding: '

(10)  ??That is the war that Sweden became a neutral country after.
(11)  ??That is the war that Sweden was our ally until.
(12)  ?7That is the war that Sweden was our ally before.

One might be tempted to explain this generalization under some form of the
Adjunct Condition (Huang 1982, later derived by the principle of Subjacency in
Chomsky 1981), which bars extraction out of adjuncts. The empirical status of
this principle is not strong, however; extraction from locative adjuncts can be
perfectly acceptable:

(13)  Which room does Julius teach his class in? (Pollard and Sag 1994:191)

Johansson and Geissler (1998) find in a corpus study that pied-piping out of
adjunct PPs is more common that pied-piping out of complement PPs, but that
both occur a fair amount. It may be the case that extraction degrades as the
adjunct becomes more clause-peripheral, however. Hoffman (2005) used a more
fine-grained analysis of PP types in an elaborate corpus study and concluded that
the “sentence adjunct” type involves obligatory pied-piping. Regardless of how
this issue is ultimately resolved, the generalization that temporal prepositions
strand with difficulty will remain intact.

3.2. ago
All of ago’s properties are strange for a preposition. It can follow its argument,
and can never precede it:

(14)  John received a very generous offer a few minutes ago.
(15)  *John received a very generous offer ago a few minutes.

It pied-pipes, but only following the NP (as one would expect based on its beha-
vior in canonical sentences):

(16) How long ago did John receive the offer?
(17)  *Ago how long did John receive the offer?

" The preposition on seems to be an exception to this generalization: What day did he leave on?
The fact that on is primarily spatial may be the explanation for this.
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and it doesn’t strand:
(18) * How long did John receive the offer ago?

Like Fillmore (2002), I propose to analyze ago as an intransitive preposition, like
complement-less before and after, and abroad, north, and downstairs, to name a
few of the 40 intransitive prepositions listed in the Cambridge Grammar of the
English Language (CGEL; Huddleston and Pullum 2002).

I propose to analyze the argument of ago as a specifier, like measure phrases
that modify prepositional phrases, as in [three years] in the past or [two blocks]
past the light. This analysis is fully in line with that of Fillmore (2002), which
relates the syntax of time expressions to a simple but explicit semantic ontology.
Expressions like these are “Vector Constructions” which locate a Target (e.g. the
time of the event) at a Distance (e.g. 3 months) in a Direction (e.g. before) from
some Landmark (e.g. now). The Distance argument in a Vector Construction is
expressed as a specifier. Unlike before and after, the preposition ago idiosyncrati-
cally requires its Distance argument to be expressed.

These assumptions account for the facts as follows. Ago follows its argument
because specifiers precede their heads in English. The same principle accounts for
ordering in pied-piping constructions. Ago cannot be stranded for the same reason
that stranding of book is impossible in (18):

(19)  * Whose did you read book? [cf. Whose book did you read?]

However the constraint is formulated — as the “Left Branch Condition” or other-
wise — specifiers do not strand their heads in long distance dependencies.

3.3.  notwithstanding
The surprising properties of notwithstanding include its ability to follow its
complement (19) as well as follow it (20):

(20)  Your generous offer notwithstanding, we will demolish the building.
(21)  Notwithstanding your generous offer, we will demolish the building.

Yet (unlike the other cases we’ve seen) its behavior in pied-piping constructions
does not mirror its behavior in declarative sentences; when it pied-pipes, it can
only precede the argument:

(22)  *That was a generous offer, which notwithstanding we will demolish the
building.

(23) That was a generous offer, notwithstanding which we will demolish the
building.

It also does not strand:
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(24)  *That was a generous offer, which we will demolish the building notwith-
standing.

I propose to account for these facts by splitting up notwithstanding into two
lexemes. Notwithstanding; is a preposition, which, as such, can precede its
argument and pied-pipe with that order as well. Notwithstanding, is a (subject-
taking) participle which heads the modifier in absolute constructions, such as
those illustrated in the following examples:?

(25) No other business arising, the meeting was adjourned. [The American
Heritage Book of English Usage online]

(26)  The horse loped across the yard, her foal trailing behind her. [ibid.]

(27)  His hands gripping the door, he let out a volley of curses. [CGEL]

Because the argument of notwithstanding, is its subject, notwithstanding can
follow its argument.

Why can’t notwithstanding follow its argument when pied-piped? We do not
find pied-piping of predicates within absolute modifiers in general:

(28)  *Here is the foal, which trailing behind her, the horse loped across the
yard.

(29) *These are the hands, which gripping the door, he let out a volley of
curses.

Clearly a general constraint, rather than a lexical idiosyncrasy, is at work here.

Regarding notwithstanding’s inability to strand, we have several possible
deeper explanations, which may work in concert. Firstly, it is extremely formal,
whereas stranding is uncommon in formal registers (Hoffman 2005). Use of a
formal word in an informal construction can produce an effect of stylistic discord,
as shown by Silva and Zwicky (1975), who explain the deviance of examples like
(29) in terms of a scalar difference in formality level between the elements they
contain — in this case, subject deletion (casual) and non-contraction of the aux-
iliary (formal).

(30)  *Have not seen George around for a long time.

* Huddleston and Pullum (2002) argue that constructions involving post-argument notwithstand-
ing, along with similar ones involving apart and aside, are not absolute constructions because
notwithstanding, apart, and aside cannot be predicative: *These objections are notwithstanding or
*This is apart/aside (p. 631). They argue for a prepositional analysis of these words on this bases.
It seems to me that the non-predicativity is equally unexpected under the prepositional analysis, as
prepositions can usually be predicative, so I think in either case it must be stipulated that these
lexical items are restricted to the absolute construction.
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The combination of notwithstanding (formal) and stranding (casual) could cause a
similar stylistic discord to occur. Another possible explanation is that not-
withstanding always heads a sentence adjunct, and as discussed earlier, extraction
from clause-peripheral phrases seems to be unacceptable in general.

34. out
The surprising property of out is its inability to pied-pipe:

(31)  *This is the door out which he went/ran.
This property is shared by in (meaning through, not inside):
(32)  *This is the door in which he went/ran.

This similarity gives us two options for explaining why out doesn’t pied-pipe. It
may be that prepositions describing movement through portals, as a semantic
class, fail to pied-pipe. Alternatively, it could have to do with stylistic discord.
Both in the door and out the door strike my ear as quite informal, especially
compared with in through the door and out through the door, respectively.
Because through pied-pipes, it cannot be that prepositions describing movement
through a portal do not pied-pipe, as a rule:

(33)  This is the door through which he went/ran.

For this reason, I suspect that the stylistic explanation is correct, but there may be
an important semantic difference between through on the one hand and in and out
on the other (in and out both specify locations, for example). In any case, this gap
is not an idiosyncratic property of out.

3.5.  off
Both pied-piping and stranding are difficult for off, without help from of:

(34)  This is the chair off *(of) which Robin fell.
(35)  This is the chair which Robin fell off *(of).

Culicover argues that off NP is a full reduction of off 2 NP, because they have the
same distribution with respect to these properties:

(36)  *This is the chair off 9 which Robin fell.
(37)  *This is the chair which Robin fell off .

If this is true, then we can explain the restriction against (32) in terms of stylistic

discord as well: off 2, and hence off, are too informal to pied-pipe.
This idea could also explain why off cannot strand. It could follow from
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general restrictions on reduction, if off is a reduced form of off'2. Compare:
(38)  She’s the person I told you I didn’t approve of / *o.

It is well-known that this type of phonological reduction is barred in phrase-final
position (Selkirk 1984; Inkelas and Zec 1993). Since stranding occurs phrase-
finally, off as a reduced form of off '@ would not be expected to strand.

4. Interim summary

The chaotic picture that Culicover presents actually has an underlying orderliness;

it follows from these general principles:

e The “Left Branch Condition” or equivalent: wh specifiers do not strand their
heads in wh- dependency constructions. (hence no stranding with ago)

e No phrase-final phonological reduction (hence off 2 does not strand).

e Specifiers precede their heads (ago, notwithstanding;).

e Heads precede their complements (hence all transitive prepositions precede
their argument).

In addition to these general principles, the analyses I have given have appealed to

a couple of descriptive generalizations that could still be made to follow from

deeper analyses:

e Temporal prepositions have difficulty stranding.

e Absolute participles do not pied-pipe.

I have also made use of some lexical stipulations: ago is intransitive and requires

a specifier, notwithstanding, is limited to absolute constructions, and off is an

extremely reduced form of off 2. However, we do not need to stipulate restrictions

on the ability of individual prepositions to strand or pied-pipe.

5. Additional cases

Having exhausted all of Culicover’s examples does not imply that there are no
prepositions that are arbitrarily restricted from pied-piping or stranding. Indeed,
there are some other preposition-like words that do not pied-pipe. These are
discussed by Huddleston and Pullum (2003) in their response to Maling (1983), in
the context of a debate on whether to analyze certain words (near, opposite, like,
unlike, due, due to, worth) as adjectives or prepositions.

A diagnostic Huddleston and Pullum give for status as a preposition is predi-
cativity as a fronted adjunct. fronted adjuncts headed by adjectives must be
interpreted as predicating over the subject of the sentence; those headed by
prepositions need not be. In the following example, both the adjective alone and
the preposition ashore are interpreted as predicating over the subject:

(39)  Finally ashore/alone, John could relax.

Such a predicative interpretation is impossible when the subject is an expletive
pronoun, and in that case only the preposition is grammatical (Huddleston and
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Pullum 2002, p. 531):

(40)  Alone/*ashore, there was much drunkenness.

By this diagnostic, like and unlike appear to be somewhat ambiguous between
adjective and preposition. Like is marginal heading a non-predicative fronted
adjunct:

(41)  "Just like LA, there was a lot of smog. [H&P’s judgment]

Unlike is better:

(42)  Unlike yesterday, I’'m feeling full of energy.

Both like and unlike can also function as predicative fronted adjuncts, and as the
complement to become, which is a diagnostic indicating adjectivehood, so they
can certainly function as adjectives as well as prepositions. In their prepositional

function, it does not appear that they can pied-pipe:

(43)  *Seattle is a place like which we have a lot of fog here.
(44)  *That was a time in my life unlike which I’'m feeling full of energy now.

In this case again, however, the putative pied-pipers are very informal words,
which is stylistically discordant with the formality of the pied-piping construction.

Given their informality, we might expect /ike and unlike to strand instead, but
this does not appear to be possible either:

(45)  *Seattle is a place which we have a lot of fog here like.
(46)  *That was a time in my life which I’'m feeling full of energy now unlike.

When they function as prepositions, however, like and unlike head quite clause-
peripheral adjuncts; this is a likely explanation for their inability to strand.

Two other unclear cases discussed by Huddleston and Pullum (2003), which
pass the test for non-predicativity of fronted adjuncts, are effective and absent:

(47)  Absent further justification, nothing can be done.
(48)  Effective tomorrow morning, fares will increase.

I found some tokens of pied-piped absent on the internet, which sound fine to me:

(49)  These constitutive principles include ... both a principle of veracity and a
principle of credulity, absent which we would be unable to...

Thus, absent behaves as a regular preposition. It does not appear that absent can
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strand:
(50)  *These are principles which civilization would be impossible absent.

As suggested by the erudite language in examples (47) and (49), absent is highly
formal, so we would not expect to find it stranded.
Unlike absent, it seems that effective cannot pied-pipe:

(51)  *That is the day effective which fares will increase.

Effective is a very formal word, so there is no stylistic discord here. Rather, the
explanation for its inability to pied-pipe seems to lie in the categorial analysis of
effective; it seems that effective is not a preposition, despite its ability to head a
non-predicative fronted adjunct. This is supported by its complementation beha-
vior; it resists NP complements:

(52)  Effective *(at) 8am, fares will increase.

Other temporal prepositions such as since and before combine directly with bare
time expressions: since Sam, before Sam.

In summary, none of Huddleston and Pullum’s cases provide any further
justification for Culicover’s claim that the features [STRAND] and [PIEDPIPE] must
be set individually for each word on the basis of positive experience.

6. Conclusion

Individual prepositions do not differ arbitrarily in their ability to strand or pied-
pipe. This removes the argument that the features [STRAND] and [PIEDPIPE] must
be set for each word individually on the basis of positive experience (nor is there
even any evidence that such features exist).

Prepositions do not differ arbitrarily in whether they precede or follow their
argument, either. [PRECEDE NP] and [FOLLOW NP] are likewise not features that
must be set individually on the basis of positive experience, if they exist.

In her review of Syntactic Nuts, Janet Dean Fodor (2001) writes that “the
route we have to take toward a true theory of the periphery” is to evaluate conjec-
tures which “relate the stipulations to the general ecology of natural language
grammars.” Some of what has been presented here can be seen as a step in that
direction, and some of it goes even further: seen against the backdrop of general
constraints of the grammar, idiosyncrasies can even disappear.

Does this mean that there are no features that must be set individually for each
word on the basis of positive experience (or another mechanism that acquires
arbitrary lexical gaps)? Maybe. Claims of arbitrary lexical variation like Culicov-
er’s have been made for other phenomena, also in the context of learnability. The
dative alternation is the celebrity among these (Baker 1979):
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(53) a.  Sue gave/donated $100 to the library.
b.  Sue gave/*donated the library $100.

The causative alternation has also been treated as a case of arbitrary lexical
variation (Bowerman 1988, p. 84):

(54) a.  That huge bite made her choke/gag/cough.
b.  That huge bite choked/gagged/*coughed her.

Over the decades, analyses have been proposed to account for these argument
structure alternations. Grimshaw (2005) shows that the dative alternation is
conditioned by a conjunction of metrical and lexical semantic constraints; all non-
alternating dative verbs are either of the wrong semantic type or have the wrong
metrical structure (being longer than one metrical foot). Levin and Rappaport-
Hovav (1995) explain the contrasts in (51) using the semantic concept of internal-
ly-caused vs. externally-caused events; only the latter can undergo the causative
alternation.

Baker (1979) offered two other putative examples of arbitrary lexical varia-
tion, illustrated in (52) and (53).

(55) a.  Itis likely/probable that Robin will succeed.
b.  Robin is likely/*probable to succeed.

(56) a.  Michelle seems/happens to be happy.
b.  Michelle seems/*happens happy.

I do not know of a systematic, observable difference between adjectives that
allow raising, like likely, and those that do not, like probable; likewise, 1 do not
know of a systematic difference between those verbs that allow adjectival com-
plements along with infinitival complements and those that do not. But these
remaining cases are in peril; perhaps the reader or I will soon have a clever
analysis to offer. If we can explain all of these cases, then maybe arbitrary lexical
gaps of this nature do not exist. If they don’t exist, then maybe the learner is not
“conservative,” at least about assigning syntactic properties to words, or “atten-
tive” to the syntax of individual words.
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Stress in Punjabi

RAJDIP DHILLON
Yale University

0. Introduction

Punjabi' is an Indo-Aryan language spoken in northwest India and parts of
Pakistan. Assignment of stress in Punjabi is entirely predictable, yet it patterns
differently in disyllabic and trisyllabic words.

Although a derivational approach to Punjabi stress is capable of characterizing
the pattern of stress assignment in disyllabic and trisyllabic words, it is not
without its flaws. The most apparent of which is that it lacks unification in that it
requires one set of rules to apply to disyllabic words and another entirely different
set of rules to apply to trisyllabic words. As will be illustrated in Section 2, the
rules required by the derivational approach ultimately appear unnatural and are
without typological force.

Optimality Theory, on the other hand, can provide a unified system in which
both disyllabic and trisyllabic words can be handled under a single ranking using
typologically attested constraints. An Optimality Theoretic analysis of Punjabi
stress is presented here, as well as a brief exploration of Hindi, Sindhi, and Urban
Hijazi Arabic—three languages with stress systems similar to that of Punjabi.

1. Overview of Basic Properties of Stress in Punjabi

Punjabi exhibits a three-way distinction in syllable weight with monomoraic light
syllables, bimoraic heavy syllables, and trimoraic superheavy syllables. Punjabi
also possesses a left-dominant stress system, requiring the construction of moraic
trochees. Foot construction is from right to left and degenerate feet are permitted.
Syllables are minimally bimoraic and ternary feet are permitted. Possible types of
monosyllabic words in Punjabi are shown in (1).

(@8] (©vv mee ‘me’
(C)vvC tfaar ‘four’
(C)vC kal ‘yesterday/tomorrow’
(C)vCC betft(" ‘inside’

! The dialect examined here is spoken in villages near the city of Amritsar, India.
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In Punjabi, secondary stress is not found and main stress is not contrastive.’
For instance, there are no such contrastive patterns as LSH and LSH.?

Stress is also not affected by morphology. In the verb forms in (2), the addi-
tion of a suffix to the verb stem does not alter stress placement; nor does the
addition of the plural suffix alter stress placement for the nominal forms in (3). As
will be shown in Section 2, stress in Punjabi is distributed solely according to a
pattern based on the weight of the syllables contained within a word. The same
phenomenon is evident in Hindi (Hayes 1995, Pandey 1989, Kelkar 1968) and
Sindhi (Walker 1997)—two Indo-Aryan languages closely related to Punjabi.

(2) léenaa ‘to take’

1ée ‘take’ (present/imperative)

1éelaa ‘you may take it’

léedzaa ‘it is suggested that you take it (and go)’
3) gadzor ‘carrot’

gadzoraa ‘carrots’
2. Stress Assignment in Disyllabic and Trisyllabic Words

To repeat, the placement of stress in Punjabi is entirely predictable, yet it patterns
differently in disyllabic and trisyllabic words. An exhaustive list of stress patterns
for disyllabic words is shown in (4) and for trisyllabic words in (5).*

4) LH pé.laa “‘before/earlier’
HH kan.daa ‘thorn’

* Arun (1961) and Bhatia (1993) incorrectly claim that stress is contrastive in some instances and
provide the following supporting data:

i) gdlaa ‘throat’ il) galda ‘cause to melt’
talaa ‘sole’ talda ‘cause to fry’
balaa ‘evil spirit’ balda ‘call’

(Bhatia 1993: 343)

One crucial factor overlooked by Arun and Bhatia is that the word-medial approximants in the
words in (i) are actually geminates—which in general are not contrastive with single consonants—
thus making the words in (i) of the form &, 6, and not 6, o,,. A second crucial factor overlooked
by Arun and Bhatia is that the words in (ii) are actually monosyllabic—the first vowel in each of
these words undergoes deletion.

? L=light syllable, H=heavy syllable, S=superheavy syllable

* Vijayakrishnan (2003) lists the same stress patterns found in (4) and (5) but does not list the
trisyllabic pattern LLH and includes the additional pattern HLS, for which he does not provide any
examples of corresponding Punjabi words. HLS is unattested in the dialect examined here and
consequently will not be explored here, although the OT analysis presented in Section 3.2 is
capable of handling this pattern.
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SH djol.naa ‘to spill’
SS dadz.kaal ‘nowadays’
LS bo.mdar ‘sick’
HS tor.buudz ‘watermelon’
(5) LLH ti.ti.aa ‘letters’
HLH hor.te.raa ‘odd’
HHS madn.gol.vaar ‘Tuesday’
LHS mi.taa.kool  ‘near/next to me’
HHH bok™.siu.wii ‘safety pin’
LHH b1.fda.naa ‘to lay something down’
LSH brtfdar.naa  ‘to think’
HSH sop.giitnaa  ‘to sing and dance’

What the data in (4) and (5) indicate is that neither morphology nor lexical
government of stress assignment is applicable to stress assignment in Punjabi.
Instead, stress assignment can be characterized on a ‘templatic’ basis, where a
template, such as an LH ‘template’, is formed on the basis of syllable weight.

To account for the stress patterns using a derivational account, two separate
sets of rules are needed. The rules applicable to disyllabic words are listed in (6).

(6) Rule 1: Stress the leftmost superheavy (trimoraic) syllable; super-
heavy syllables constitute feet
Rule 2: Mark the final mora as extrametrical
Rule 3: Stress the head of the leftmost foot

A derivation of the LH pattern can be seen in (7). How the rules in (6) operate
with respect to foot construction and stress assignment is shown in (8).

(7) pé.laa ‘before/earlier’
Ou  Ou<ps (6 ou)<w
bbb
pe.laa pe.laa
® LH (6,0,) <o HH  (6u) Ouc
SH ( Supp ) (Opy) SS, ( S )( Oy )
LS O (S ) HS (O )( Sppy)

Rule 1 blocks the application of Rules 2 and 3. Additionally, there is a prefer-
ence for stressing superheavy syllables. Other languages which stress superheavy
syllables include Hindi (Pandey 1989), Estonian (Hayes 1995), various dialects of
Arabic (Hayes 1995), and St. Lawrence Island Yupik (Hayes 1995). Due to this
preference, stress assignment requires a ‘look-ahead’ property such that, rather
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than assign stress in a serial fashion, the entire word must be surveyed to detect
superheavy syllables.

Among the languages requiring a similar ‘look-ahead’ property are Turkish
(Inkelas 1994, Sezer 1981), Hindi (Hayes 1995, Pandey 1989), and Sindhi
(Walker 1997). Regarding Turkish, Inkelas (1994) outlines what is known as the
‘Sezer’ stress pattern in which an antepenultimate syllable is stressed if it is heavy
and the penultimate syllable is light; otherwise, the penultimate syllable is
stressed. With respect to Hindi,” Hayes (1995) provides weight-based rules for
words with three or more syllables. Hayes’ first rule is to stress a heavy penult. If
a heavy penult is not present, then a heavy antepenult is stressed. If neither of
these conditions can be met (i.e. for words ending in LLo) then the preantepenult
is stressed if the final syllable is light or the antepenult is stressed if the final
syllable is heavy or if the word is trisyllabic. According to Hayes’ rules, it is
necessary to ‘look ahead’ to determine the weight of the syllables within the word
and potentially the number of syllables in the case of trisyllabic words.

Sindhi (Walker 1997) operates in a manner very similar to that of Hindi. The
rules governing stress assignment in Sindhi are such that, if there is only one
heavy syllable in a word, it is stressed. Otherwise, the rightmost heavy syllable is
stressed, skipping the last. If there are no heavy syllables, the penultimate syllable
is stressed. In Sindhi, the ‘look ahead’ property is necessary first to detect whether
heavy syllables are present and second to detect the number of heavy syllables.

Returning to Punjabi stress, (9) outlines the set of rules for trisyllabic words.
A derivation of the LHS stress pattern is presented in (10). How the rules in (9)
operate with respect to foot construction and stress assignment is shown in (11).

9) Rule 1: Mark final trimoraic feet as extrametrical
Rule 2: Stress the head of the penultimate foot
Rule 3: If no such foot exists, stress a degenerate foot in strong

metrical position

(10) migtaa.kool  ‘near/nextto me’

Op  Ouy < Opuy> Oy (Ow)< Guuu™> () (Ow)< 0>
\ \ | \ A
.‘4 / 4"1\\‘;‘.“- J“‘ ‘/ \ ;‘r \ :"‘1 / “‘, il
3" noM i ‘J‘u up z‘“ u 1’| f. vg'.u u :u > I;‘I 1] 'u u “‘JA“ up
{ / / { / / / /
ﬁn.ma.kaal mi.raa.kool mi.taa.kool
(11) LLH (6 ou)( o) HLH (6u) ou( o)

}iHS (S )( (fuu) <ouw> LHS (6u)( o) <ouu>
HHH ( Guu/ )( G )( Op) LHH ou( G )/( Oy )
LSH  ou( Sy )( Ouy) HSH (o )( Sy )( Op)

> A great deal of disagreement exists regarding the patterns of stress assignment in Hindi (Hayes
1995, Pandey 1989, Mohanan 1979, Ohala 1977, Kelkar 1968). However, Pandey (1989) attrib-
utes the reported differences in stress assignment to the particular dialects being examined.
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As the final mora is extrametrical for the disyllabic stress system, the trisyl-
labic system instead considers final superheavy (trimoraic) syllables to be ex-
trametrical. Latin and Palestinian Arabic also employ moraic trochees (Hayes
1995). Latin considers entire final syllables extrametrical in particular contexts
and Palestinian Arabic at times considers rightmost feet extrametrical. Thus it is
entirely plausible for Punjabi to consider final trimoraic syllables extrametrical.

The main argument for degenerate feet in strong metrical positions being
counted in the foot inventory for Punjabi is derived from the same phenomenon
occurring in Auca (Hayes 1995). Auca constructs syllabic trochees from left to
right and the strong position is the rightmost position. If a syllable in strong
position cannot be paired with another to form a trochee, then that syllable is
allowed to constitute a degenerate foot which is then counted in the foot inventory
and is capable of bearing stress. Thus for Punjabi, it is perfectly reasonable for
degenerate feet in strong metrical positions (i.e. the position of the second foot
from the right edge) to be counted in the foot inventory.

Unlike Auca, which allows degenerate feet to comprise part of the foot
inventory if they are in the rightmost position, trisyllabic words in Punjabi require
a ‘foot count’ in order to determine if a degenerate foot will enter the foot inven-
tory. Consequently, the rules in Punjabi can be viewed as being somewhat itera-
tive. First, final superheavy syllables must be considered extrametrical. Then
bimoraic and trimoraic (superheavy) feet are constructed and stress falls on the
head of the second foot from the right edge of the word. If no such foot exists,
then a degenerate foot occupying that position may enter the foot inventory and
bear stress, as previously seen in (10).

In assessing the rules necessary to assign stress in Punjabi, although they may
prove to be successful in predicting where stress falls, they do not come without
some major pitfalls. The largest and most obvious of which is a lack of unifica-
tion. The derivational approach to Punjabi, as outlined in (6) and (9), requires a
different set of rules to derive stress each time a word with a different number of
syllables is encountered.

Another issue with the derivational approach is that it yields two very diver-
gent sets of rules. This divergence makes apparent an inconsistency with respect
to extrametricality. In disyllabic words, final moras are extrametrical, whereas in
trisyllabic words, final superheavy syllables are extrametrical.

Other differences between stress assignment in disyllabic and trisyllabic
words become evident in examining the diverging sets of rules. For instance,
stressing final syllables in trisyllabic words is avoided, but it is permitted in
disyllabic words. Additionally, trisyllabic words do not exhibit the property of
quantity sensitivity that disyllabic words display. Under the rules presented in (9),
there is no preference for stressing superheavy syllables. Instead, we see an
assortment of light, heavy, and superheavy syllables bearing stress.

As stress assignment in disyllabic words is unbounded, it is clearly bounded in
trisyllabic words—the head of the second foot from the right edge is stressed.
According to the rules in (6) and (9), the only similarities between stress assign-
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ment in disyllabic words and trisyllabic words are the properties of left-
dominance and right-to-left directionality.

In essence, the rules expressed in (6) and (9) neither reveal anything about the
system of stress assignment in Punjabi nor provide a means of relating the system
to the stress systems of other languages. Despite the success in predicting the
location of stress, the derivational approach merely provides a descriptive mecha-
nism for handling stress assignment in Punjabi and lacks any typological force.

3. An Optimality Theoretic (OT) Approach

Ideally, an OT approach will prove to be more successful than the derivational
approach discussed in Section 2 by producing a single set of constraints to ac-
count for stress assignment in both disyllabic and trisyllabic words.

3.1.  Deriving Stress in Disyllabic Words

Recall the stress patterns in (4) for disyllabic words. What is particularly notice-
able in these patterns is a strong preference for stressing superheavy and leftmost
syllables. What will also become evident later is a tendency for a foot to be
constructed at the right edge of the word. These preferences can be characterized
by the constraints SUPERHEAVY, LEFTMOST, and ALIGN-FT-RIGHT.

(12) SUPERHEAVY

Superheavy syllables are stressed
(Oostendorp 2002)
(13) LEFTMOST

The head foot is leftmost in Pr\wwd
(14)  ALIGN-FT-RIGHT

Every Prwd ends in a foot

Given the pattern SS, it is clear that is equally important to stress a superheavy
syllable and to stress the leftmost foot. Subsequently, this results in the equal
ranking of the constraints SUPERHEAVY and LEFTMOST.

With the exception of superheavy syllables, it is clear that there is a tendency
to avoid stressing final syllables. The following constraint characterizes this:

(15) NONFINALITY
The prosodic head of the word does not fall on the word-final syllable
(Prince and Smolensky 2002)

This constraint must be ranked below the equally-ranked constraints SUPERHEAVY
and LEFTMOST. This ranking is necessitated by the fact that, in patterns such as LS
and HS, there is a stronger preference for superheavy syllables to be stressed than
for avoiding assigning stress to final syllables.

Furthermore, since Punjabi allows degenerate feet, the constraint FT-BIN is
necessary.
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(16) FT-BIN
Feet are binary under moraic analysis

This constraint must be ranked below NONFINALITY since, in the pattern LH, a
degenerate foot must be constructed to avoid stressing the final syllable.

The ranking of the constraints introduced so far is seen in (17). This ranking
accounts for all of the disyllabic patterns, as shown in the tableaux for select
patterns in (18) through (20).

(17) LEFTMOST, SUPERHEAVY, ALIGN-FT-RIGHT >> NONFINALITY >> FT-

BIN
(18) Input: LH LEFTMOST | SUPERHEAVY : ALIGN-FT-R | NoNENaLITY | FT-BIN
=(D)(H) | § *
L(H) : : *
L)E ! E * -
OH ] i ! -
(19) Input: HH LEFTMOST : SUPERHEAVY : ALIGN-FT-R | NONFINALITY | FT-BIN
= (H)(H) : E
H(H) : ; i
HH) o 5 :
(20) Input: LS LEFTMOST ! SUPERHEAVY ! ALIGN-FT-R | NONFINALITY | FT-BIN
= L(S) E : * *
D) L -
LS N i - -

By using the ranking in (17), all suboptimal forms are eliminated by the con-
straints LEFTMOST, SUPERHEAVY, ALIGN-FT-R, and NONFINALITY. Furthermore,
the requirement that final moras be extrametrical in the derivational approach is
avoided here. Thus the ranking in (19) effectively captures the tendency to stress
either leftmost or superheavy syllables in disyllabic words.

3.2.  Deriving Stress in Trisyllabic Words

Deriving a single set of ranked constraints to characterize trisyllabic patterns
requires additional constraints to those introduced in Section 3.1. With the excep-
tion of the pattern LHS, there is a general avoidance of degenerate feet in trisyl-
labic words. The Weight-to-Stress-Principle (henceforth WSP) characterizes this
avoidance by enforcing a preference for stressing heavy or superheavy syllables.
Additionally, it is necessary for syllables to be parsed into feet to some extent. For
instance, if the pattern LUHS is not exhaustively parsed into feet such that it
contains a degenerate foot, stress will not be assigned to it correctly.
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(21) WSP (WEIGHT-TO-STRESS PRINCIPLE)
Heavy syllables receive stress

(22) PARSE-SYLLABLE
Syllables are parsed into feet

The ranking of WSP and PARSE-SyL with respect to the constraints introduced
in Section 3.1 is fairly simple. WSP cannot be ranked above NONFINALITY, as that
would result in suboptimal disyllabic forms being deemed optimal, such as L(H)
being incorrectly predicted as the most optimal outcome over(L)(H). WSP must
be ranked below NONFINALITY and above FT-BIN since it is more important for
heavy and superheavy syllables to bear stress when in non-final positions than it
is for feet to be binary—as superheavy feet violate FT-BIN since they are ternary.
As with WSP, PARSE-SYL must be ranked below NONFINALITY, as it is more
important for final syllables in trisyllabic words to avoid bearing stress than it is
for all syllables to be exhaustively parsed into feet. PARSE-SyL must also be
ranked above FT-BIN, as it would result in suboptimal forms being deemed
optimal otherwise. While WSP and PARSE-SYL must be ranked intermediate to
NONFINALITY and FT-BIN, their ranking with respect to each other is quite prob-
lematic, as neither the ranking in (23) nor the ranking in (24) is successful.

(23) LEFTMOST, SUPERHEAVY, ALIGN-FT-R >> NONFINALITY >> WSP >>
PARSE-SYL >> FT-BIN

(24) LEFTMOST, SUPERHEAVY, ALIGN-FT-R >> NONFINALITY >> PARSE-
SyL >> WSP >> FT-BIN

While the ranking in (23) can handle a number of the trisyllabic stress pat-
terns, it predicts the incorrect candidate for the pattern LHS. While the ranking in
(24) predicts the correct candidate for the pattern LHS, it predicts the incorrect
candidate for LHH, which requires the ranking in (23). An additional issue
involves the pattern HHH. Under either ranking, a form in which the second
syllable of the pattern bears stress is never predicted as being optimal. Instead, the
incorrect candidate (H)(H)(H) is predicted as being optimal by both rankings.

Given the behavior of the patterns LHS, LHH, and HHH, it is clear that a
repair constraint is needed:

(25) CoNTOUuR (H)(H)
Leftmost footed heavy syllables are stressed in sequences of (H)(H)

With respect to the pattern HHH, ConTour (H)(H) militates against all three
syllables being footed, which would result in stress incorrectly being assigned to
the initial syllable. In conjunction with ALIGN-FT-R, the sequence (H)(H)H is
avoided. When immediately dominated by NONFINALITY, ConTour (H)(H)
repairs the problems which arise with the patterns LHH and HHH and allows for
the correct forms to be considered optimal. Subsequently, this allows for a rank-
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ing in which PARSE-SYL is ranked above WSP, repairing the problems surround-
ing LHS. The final ranking and supporting tableaux are shown below.

(26)  LEFTMOST, SUPERHEAVY, ALIGN-FT-R >> NONFINALITY >> CONTOUR
(H)(H) >> PARSE-SYL >> WSP >> FT-BIN

(27) ) LEFT- | SUPER- | ALIGN- NoON- CONTOUR | PARSE- - F1-
Iput:LHS 1 \osr | mEAVY | FTR | Fvarmy (H)(H) SYL WPl B
= (DHS) , # 0 e
L(H)(S) P *
L(H)(S) £ i * -
GO i | o o A | ey | o | e [ wse | B
> L)@ 5 : .
OEHH) : i * .
LEH | = : i ) .
(29) [ s [ Lo o i T Nox Tooman | e [wse [ 3%
EE | = : :
> H(H)(H) a ; *
HHH) | 5 *
EH)(HEH E ™ *
EEEH) | * i * =

In comparison to the derivational approach, the OT approach proves to be
superior. Not only is it unified in the sense that only one ranking is necessary to
depict the assignment of stress in both disyllabic and trisyllabic words, but it also
uses typologically grounded constraints—discussed further in Section 4—and is
not merely a descriptive account as the derivational account is. Furthermore, the
OT account eliminates other issues which arise with the derivational account such
as the lack of unification and the inconsistencies with respect to extrametricality.

The OT analysis offered here reveals many characteristics of Punjabi’s system
of stress assignment—and these characteristics can further be related to the stress
systems of other languages. For instance, the OT analysis reveals that Punjabi has
a preference for stressing superheavy syllables, tends to avoid assigning stress to
final positions, and prefers sequences of (H)(H) when faced with two adjacent
footed heavy syllables. The analysis also reveals that syllable weight is a signifi-
cant factor in Punjabi and that there is a preference for stressing heavy syllables.

In addition to these aforementioned characteristics which the derivational
account misses, the OT account reveals another general tendency in the manner in
which stress is assigned in Punjabi: foot construction occurs from right to left and
stops once an appropriate foot has been detected that can bear stress—yielding
stress placement on the leftmost foot, as seen in (30) and (31).
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(30) (D)(H) (H)(H) (S)(H) (S)(S)
L(S) H(S) ) )

(1) (LL)(H) (H)L(H) (R)(H)(S)  (L(H)(O)
H(H)(H) L(H)(H) L(S)(H) H(S)(H)

While the OT analysis is able to make the generalization that foot construction
begins at the right edge and continues until an appropriate stress-bearing foot has
been detected and constructed, the derivational approach misses this, as evidenced
by the stress patterns it yields for words with sequences of HS, HHH, or HSH, as
seen in (8) and (11). In sum, the derivational approach to Punjabi stress proves to
be rather undesirable.

4, Establishing the ConTour (H)(H) Constraint

CoNTour (H)(H) is essentially an alignment constraint which aligns stress with a
left-edged footed heavy syllable. Constraints of this nature are not atypical within
OT. For instance, Inkelas (1994) proposes the constraint CONTOUR *HL for
Turkish which prohibits the sequence of a heavy unstressed syllable followed by a
stressed light syllable. Kager (1992) proposes the constraint *(LH) which prohib-
its L-H trochaic feet. According to Kager, the *(LH) constraint is necessary for
Finnish and the Australian languages Yindjibarndi, Guugu Yimidhirr, and Gooni-
yandi.

While ConTour (H)(H) can be argued to simply be another member within a
family of CONTOUR constraints, it still requires typological force. In which case,
examination of Hindi, Sindhi, and Urban Hijazi Arabic is essential.

Like Punjabi, the stress system of Hindi (Kelkar 1968) and a subsection of the
stress system of Urban Hijazi Arabic (Al-Mohanna 2004) possess a three-way
syllable weight distinction, exhibit right-to-left directionality with respect to foot
construction, have a preference for stressing superheavy syllables, and tend to
avoid final stress. Sindhi (Walker 1997) possesses the same characteristics with
one exception. Sindhi, which exhibits a two-way syllable weight distinction
between light and heavy syllables, has a preference for stressing heavy syllables
instead. The most notable characteristics all three languages share with Punjabi
are that they all contain the stress patterns HH and HHH and foot them in the
same manner. All three languages only foot what is necessary starting from the
right edge and continue until an appropriate stress-bearing foot has been detected
and constructed, resulting in stress placed on the leftmost foot.

According to the dialect of Hindi examined by Kelkar (1968), the rules for
stress assignment stipulate that 1) superheavy syllables are stressed, 2) in se-
qguences where multiple superheavy syllables exist, the rightmost non-final
superheavy syllable is stressed, 3) if a superheavy syllable is not present, the
heaviest syllable from the right edge is stressed, and 4) if a superheavy syllable is
not present and the remaining heaviest syllables are equivalent in weight, the
rightmost non-final syllable is stressed. Given these rules, the similarities between
the stress systems of Hindi and Punjabi become quite evident. With respect to
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only footing the necessary material and placing stress on the leftmost foot, this
characteristic can be seen in the following footed stress patterns for Hindi:

(32) (H)H) (S)(S) L(H) L(S) H(S)
L(H)(H) S(S)(S) S)HE)  O)H)H)  L(LL)
LH(S) HL(S) H(H)(H) L(H)(H) HHL(S)

Given these patterns and the similarity in stress systems between Punjabi and
Kelkar’s Hindi, it appears that Hindi uses the same constraints as Punjabi and
essentially the same ranking, but with one main difference: the placement of
NONFINALITY and WSP within the ranking is reversed, as seen in (33).

(33) LEFTMOST, SUPERHEAVY, ALIGN-FT-R >> WSP >> ConTouR (H)(H)
>> PARSE-SYL >> NONFINALITY >> FT-BIN

In Sindhi (Walker 1997), if a word only contains one heavy syllable, then it
receives stress regardless of the location of the heavy syllable, as seen in (34). If
there are multiple heavy syllables, the rightmost non-final heavy syllable receives
stress, as seen in (35). If no heavy syllables are present, then the rightmost non-
final foot is stressed, as seen in (36). Again, the leftmost foot bears stress.

(34) L(H) (H)L L(H)L (H)(LL) LL(H)LL

(35 (H)(H) HH)(H) — (HLH)  (H)(LL)(H)  HL(H)(H)
HHH(H)(LL) HHHH(H)(H) HHHHH(H)L

(36) (LL) L(LCL)

The stress system of Urban Hijazi Arabic shares a number of characteristics
with the systems of Punjabi, Hindi, and Sindhi and so it too requires the use of
CoNTOUR (H)(H), as evidenced by the following footed patterns:

37) (L) (L)(H) L(S) H(S) (H)L
(H)(H) HH)H)  (HLH) O (LL)(H)
H(H)(LL)

As has been demonstrated, ConTouRr (H)(H) belongs to a family of CONTOUR
constraints and is typologically attested. The applicability of ConTouRr (H)(H) to
both Indo-Aryan and non-Indo-Aryan languages indicates that the necessity of the
constraint reaches beyond a small group of related languages.

5. Conclusion

What has been presented here is the system of stress assignment in Punjabi—a
system which at first appears quite unusual but is actually rather typical when
compared to the systems of other related languages. Characterizing the stress
system of Punjabi within Optimality Theory yields an analysis in which general-
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ized properties of the system become evident—and it is these properties which
can be related to other languages in order to assess some degree of similarity.
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The Interaction of Tones and Vowels in Fuzhou

CATHRYN DONOHUE
Australian National University

1. Introduction

The goal of this paper is to investigate the coincident changes of tones and vowels
in Fuzhou. There has been considerable work on understanding the phonetic
effects of segments on tone and on the influence of tone on segments (e.g.
Maddieson 1977, 1984, 1997, Zee 1984 and others). Such phonetic effects are
often the consequence of speech production and as such are relatively
imperceptible. However, less attention has been given to effects of tone and
segments that are not automatic phonetic changes, but rather changes that result
from the phonology. In this paper I present data from the Fuzhou dialect of
Chinese. I argue that the phonological tone is responsible for the segmental
effects, rather than the reverse, but that the phonological segments may
nonetheless play a role in the tonal outputs. I argue this point using acoustic data
from Fuzhou.

2. Fuzhou

Fuzhou is a Min dialect of Chinese spoken in north-eastern Fujian province,
China. There are seven citation tones in Fuzhou, but previous work differs
enormously on the actual shape of the contours. Table 1 presents the tonal
representations available in the literature. The contour descriptions are given
using the Chao tone letters, which typically uses a scale of 1-5, where 5 is the
highest and 1 is the lowest pitch. The underlining indicates that the tone occurs
with a ‘stopped’ syllable, which in Fuzhou implies a glottal stop coda, found with
tones 4 and 7.

In this table we see a lot of minor variation, such as the exact height of tone 1,
which is clearly a high level tone. But there is more worrying variation for other
tones, such as tone 2, which is possibly a mid or low tone, and is level or falling.
Tone 3 is represented as a mid-rise, a dipping tone, a low-rise, a low level, and a
mid-fall. Tone 4 is always a low(ish) rising tone (ending in the glottal stop), and
tone 5 is clearly a high falling tone. Tone 6 is a convex tone, but varies between
low, mid and high rise-fall. Tone 7 is clearly a high tone (with a glottal closure),
but how high it is and whether there is a slight rise is not clear.
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Table 1. Previous descriptions of Fuzhou tones.

Author Year Tonel Tone2 Tone3 Toned4 Tone5 Tone6  Tone7
Chen 1985 44 32 213 13 51 131 5
Chen 1967 44 22 312 24 52 232 5
Corbato 1945 44 21 25 24 52 232 5
Ergerod 1956 55 33 13 13 52 242 55
Lan 1953 55 33 11 13 61 242 56
Jiang-King 1999 44 31 213 23 53 242 5
Nakajima 1979 55 33 31 23 52 242 55
Norman 1988 55 22 13 24 41 342 55
Tao 1930 55 31 13 34 52 342 5
Yip 1980 44 22 12 13 52 242 4
Yuan 1980 44 31 213 23 52 353 4

This sort of variation is conceivably dialectal variation or between-speaker
variation, but it certainly illustrates the need to work from quantified data. In
Table 2, I have summarized the Fuzhou tones impressionistically, and in Section 4
I present Donohue (1992a)’s normalized FO contours for Fuzhou tones.

Table 2. An impressionistic description of the Fuzhou tones.

Tone 1 High level with a slight rise

Tone 2 Mid level with a slight fall

Tone 3 Low level with a slight fall

Tone 4 Low rising stopped tone (final glottal stop)

Tone 5 High fall, starting higher than the high level tone

Tone 6 Low rise-fall

Tone 7 High stopped tone (final glottal stop), notably shorter than the others

3. Tone-vowel interaction

The tone-vowel interaction in Fuzhou has to do with changes internal to a
phonological vowel that are coincident with tonal changes. The phonological
vowels are determined based on what are historically the same vowel and what
are synchronically realized as the same vowel in other dialects of Chinese. The
vowels are often described as ‘high’ and ‘low’, and the vowel pairs are illustrated
in Table 3.
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Table 3. Examples of alternating vowel pairs in Fuzhou.

Set A: Tones 1, 2,5, 7 Set B: Tones 3, 4, 6
1 ei
el ai
u ou
ou au
y ay
oy Oy
but a a

Fuzhou tone sandhi is right dominant, which means that it is the final syllable in a
given domain that remains unchanged. All the prepausal syllables retain their
citation tones and vowels; however, in sandhi (non-final) position, the tone
changes and the vowel also changes. Consider the examples in (1)—(3) below. The
first two sets of examples illustrate that when a syllable with an underlying tone
from ‘Set B’ (tone 3, 4, 6) is in prepausal position or alone (the (a) examples), the
‘lower’ of the vowel pairs—its so-called underlying vowel—is realised. However,
in sandhi position, we see that not only has the tone changed, the vowel has also
changed to the ‘higher’ variant from Set A. (3) illustrates that the vowel in a
syllable from the ‘set A’ tones (1, 2, 5, 7) remains unchanged in sandhi position.

(1) Tone 6:  [tou] ‘think’
T6 + T6: [tu42 kei231] ‘imagine’
(2) Tone 3:  [Khei] ‘air’
T3 +T4: [khi52 a? 13] ‘air pressure’
(3) Tone 7:  [tu? 5] ‘poison’
T7+T6: [tu33 tau231] ‘poison bean’

It is worth noting that vowel height is clearly not the key difference between these
two sets of vowels, especially when you have a pair of vowels: [ou]-[au], with
[ou] in Set A and [au] in Set B. The difference looks somewhat like
monophthong/diphthong pairings, but this characterization clearly won’t account
for all vowels, given the monophthongal [a] that remains the same between
groups. Let us turn to phonological accounts for these vowel alternations, by
discussing two previous works that have addressed this issue in some depth.

3.1. Yip 1980

Yip (1980) is an extensive study of tonal phonological phenomena in a range of
Chinese languages. Her analysis of Fuzhou is that the Set B vowels are raised
when they co-occur with tones that are [+upper] register. To account for this, she
provides a rule, shown in (4).
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(4) V][alow] —» [-low, —ahigh] / [+upper]

This elegant rule, however, fails to capture the simplification of diphthongs, nor
does it readily account for the fact that some vowels, such as [a], are constant in
ALL tonal contexts. Another shortcoming of this approach is that it results in a
rather unusual vowel inventory, lacking [i, y, u], which are all necessarily
considered derived vowels in this approach.

3.2. Jiang-King 1999

Jiang-King (1999) presents a study of the tone/vowel interaction in Northern Min,
including Fuzhou. Jiang-King, following Hyman (1988 and elsewhere) includes
in her tonal representation the moraic structure of the syllable, and relates the
vowel alternations to the tonal changes by appealing to the syllable weight. She
refers to the difference, not in terms of ‘height’ as Yip did, but rather in terms of
‘tightness’, whereby the Set A vowels are considered ‘tight syllables’ and the Set
B vowels, ‘loose’. Jiang-King’s ‘prosodic anchor hypothesis’ (p. 77) captures this
covariation by postulating, relatively noncontroversially, that tight syllables have
one mora, while loose syllable have two. The leftmost mora is considered the
head, and it can host up to two tones, while non-head morae can host only one
tone. This captures the bigger picture that is Jiang-King thesis, that the moraic
structure determines tone/vowel possibilities. There are other rules included to
change the actual quality of the vowel.

This is a very neat proposal, drawing nicely on previous typologically tested
work to inform the hypothesis, but runs into difficulty when accounting for
vowels whose form, unlike, e.g. the [y]-[@y] pair, does not change according to
the moraic structure of the syllable consistent diphthongs in a pair (e.g. [ei]-[ai]),
or the monophthong [a] noted above.

In contrast to these two proposals, I claim that there is no need to predict the
actual phonetic shape of the vowel, just the phonological shift. I also claim that
the reason for this shift is perceptual enhancement, found elsewhere in Fuzhou.
The next sections present new data for Fuzhou that has been quantified and
normalized across speakers, before discussing specifically the factors involved in
perceptual enhancement in Fuzhou, including the tone/vowel alternations.

4. Quantified Fuzhou data

This section presents Fuzhou data from Donohue (1992a, forthcoming-a) taken
from a single variety that has been quantified and normalized across four speakers
(two male, two female).

Using three sets of tones with [i,a,u] as their nuclei, Donohue measured 3
tokens per vowel set, with two repetitions per token, going through the sets 3
times each in a randomized order (18 tokens per vowel set per speaker, which is
54 tokens per vowel per speaker). The tonal contours were then normalized across
speakers using a z-score transform (Rose 1987). To try to limit sources of error,
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only syllable types with voiceless unaspirated plosive onsets were used, without
nasal codas.

4.1. Tones

The normalized FO contours for each of the seven citation tones are given below
on the left hand side of Figure 1. The right hand side of the figure shows the
normalized tone contours after determining that there were onset and offset
perturbations, which were found to be 50 msecs and 5% of the tonal duration,
respectively.
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Figure 1. Left: Normalized tones. Right: Normalized tones in Fuzhou without on-
and off-set perturbations.

To represent these tones phonologically, I will use the reasonably standard
features for register ([+upper]) and tonal contour features ([£high] (e.g. Bao 1990,
Snider 1999). There is some question of the definition of register, but following
Donohue (1992b), I assume that it is a bifurcation of the pitch range. As such,
assigning tonal features to the contours is relatively straightforward, with the
exception of tone 2: should it be considered a high tone in the lower register or a
low tone in the higher register, given that it starts just above the mid-range point
and drops into the lower register. If one were to assume that it is a [—upper]
register, [+high] tone, then one could say that lower register tones fall slightly, as
tone 3 does as well, whereas upper register level tones rise slight (like tone 1).
However, we could also describe this as maximally distinguishing not the register
features but the tonal features, thus a [+upper] register [~high] tone, and claim
that all [~high] tones fall slightly, while [+high] tones rise slightly. I will assume
that it is a [+upper, —high] tone, as it is then grouped with the other [+upper] tones
forming a natural class for the Set A vowels. The feature assignment for the tones
that I will assume is given in Table 4. The abbreviations use upper case for
register features and lower case for tonal contour features.
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Table 4. Tonal feature assignment in Fuzhou.

Tone Features: Register, Tone Abbreviated features
Tone 1 [+upper], [+high] H, h

Tone 2 [+upper], [-high] H, 1

Tone 3 [—upper], [-high] L1

Tone 4 [—upper], [~high, +high] L, lh

Tone 5 [+upper], [+high, —high] H, hl

Tone 6 [-upper], [~high, +high, —high] L, Ihl

Tone 7 [+upper], [+high] H,h

4.2. Phonation

Another finding of Donohue (1992a) is that Fuzhou has a consistent non-modal
phonation change coincident with tones 3, 4 and 6—ALL THE LOWER REGISTER
TONES. Tone 2 also shows some non-modal phonation, suggesting that perhaps it
could have to do with the syllable starting with [~high]. These are summarized in
Table 5.

The phonation changes consistently to a creaky voice in the lower register,
but tone 2 also shows some deviation from modal phonation. I claim that this
change in phonation is to perceptually enhance the change in tonal features used,
with the lower register [~high] onset tones being produced in all creak, and the
upper register [-high] getting only a slight breathiness.

Table 5. Phonation changes in Fuzhou.

Tone Phonation

Tone 1 modal

Tone 2 slightly breathy
Tone 3 breathy/creaky voice
Tone 4 creaky voice

Tone 5 modal

Tone 6 creaky voice

Tone 7 modal

4.3. Vowel quality

It is worth noting that the same vowel can occur in both Sets A and B. Consider
the pairs previously presented (Set A—Set B), we have [i]-[ei] and [ei]-[ai]. We
also observe [u]-[ou] and [ou]-[au]. Moreover, the monophthong is consistent
across all tones. Understanding the vowel alternations is thus not a question of
which vowel type is more suited to the moraic structure of the tone, or which are
‘lower’ or ‘higher’ in the relevant register. My claim is that it is a question of
having the perceptual enhancement of the upper register through these regular
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vowel alternations, not a question of deriving the vowel alternations based on
dynamic tonal assignment or tone/moraic structure.

4.4. Tone sandhi

To justify the claim that the vowel alternations and phonation changes serve to
perceptually enhance the tone, it is necessary to explain that the full tonal
paradigm and coincident changes of phonation and vowels only occur in
citation/isolation form. That means that in sandhi position you find neither the
vowel changes nor the phonation changes. This is perhaps not surprising, as
sandhi tones are often only two-thirds the duration of non-sandhi tones. That is,
non-sandhi tones, which are at the end of the domain in Fuzhou, or prepausal
position, can be up to 1.5 times longer in duration. This is clearly a context in
which it is much more feasible to enhance the perception of the tones by adding
the vowel and phonation cues. For historical origins of the vowel forms, see
Donohue Forthcoming-b.

5. Concluding remarks

The main point of this paper is to claim that the vowels and tones are not
dynamically interacting, but rather are merely co-occurring in a context that is
seen to be a good one for perceptual enhancement. The Set B vowels indicate
[-upper] register, and the phonation indicates a tone starting with a [~high]
feature.
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Tolowa Peak Pitch Alignment: Perspectives from an
Autosegmental-Metrical Framework®

CHRISTOPHER S. DOTY and SUSAN G. GUION
University of Oregon

0. Overview

The preliminary results of an investigation into the alignment of lexical pitch
accents in Tolowa (Athabaskan) within an autosegmental-metrical framework are
reported. Of specific interest were the peaks of prominent rising-falling pitch
contours which are found to occur on some stressed syllables, and how the peaks
of those contours are aligned within the syllable. Further, potential effects of
segmental structure on the alignment of the peak were investigated. We begin
with a brief introduction to Tolowa prosody and peak pitch-accent alignment
before turning to the results of the study.

0.1 Background on Tolowa

Tolowa is an Athabaskan language spoken in an area straddling the Oregon-
California border along the Pacific coast. Only three speakers of the language
remain, although revitalization efforts are currently underway.

Despite being a member of the Pacific Coast Group of the Athabaskan
family—a group of languages which have traditionally been thought of as non-
tonal—Tolowa was first described as having pitch accent, which was realized as
high pitch on various syllables (Bright 1964). Subsequent work, however, seemed
to indicate that Tolowa was perhaps better thought of as having stress accent, and

L our thanks go out to Smith River Rancheria, especially Loren Me'-lash-ne Bommelyn, Eunice
Xash-wee-tes-na Bommelyn, Margaret Dee-'ishlh-ne Brooks, and Marva Sii~-xuu-tes-na Scott, for
sharing their language with us and for their assistance, support and patience on this project, as well
as for allowing us to have access to their immense collection of recordings of their language.
Although we were only fortunate enough to meet one of the speakers used in the analysis (Loren
Me'-lash-ne Bommelyn), we are nonetheless indebted to the other speakers used in the study for
sharing their language with the linguists they worked with: Sam K'ay-lish Lopez, Ed "Gobel"
Lha'-dvn-tes-na Richards, Amelia Yuu-k'wvt-day-na Brown, Harriet Sa'lh-'vs Smith, and one other
speaker previously recorded by Mary Woodward. Shu' shaa naa-ghu'-la. We would also like to
thank Janne Underriner, Gwendolyn Lowes, and Melissa Redford for their helpful comments on
this project. Errors, of course, remain our own.
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the high pitch present on some syllables was simply an acoustic correlate of this
stress (Tuttle 1990).

Although it appears that Bright and Tuttle were describing the same
phenomenon, as their analyses often agree about where high pitch/stress occurs, it
seems that each may have been considering only one of the phenomena actually
present in Tolowa. Our examination of stressed syllables indicated that there are
two distinct types of Bright’s “high” pitch accent which can occur: 1) a high, level
pitch which is maintained for the entire voiced portion of the syllable or 2) a
rising-falling pitch accent (henceforth “contour pitch accent”) which peaks at
about mid-syllable, and then falls to the end of the syllable. Example FO contours
for each of the two types of pitch accent can be found in Figure (1).

(1) Pitch tracks for see [se:] “stone’ (top, high flat pitch accent)
and sree [se:] “sap’ (bottom, contour pitch accent) from speaker AB.

5000 Hz
Spectrogram Range

300 Hz
FO Range
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Furthermore, a preliminary analysis of unstressed syllables indicated that they
do not carry pitch accent. Given this, it appears that both stress and pitch accent
may be relevant for a full description of Tolowa prosody. However, the present
study was not focused on the realization of stress, but instead sought to examine
the alignment of the peaks of the contour pitch accent in stressed syllables.
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0.2 Background on Peak Pitch Alignment

In recent years, many researchers have examined the ways in which pitch accent
peaks and valleys align with the segmental string. Much of the work in this area
has been conducted within an autosegmental-metrical framework. This school
(described thoroughly in Ladd 1996) asserts that rises and falls in pitch are not
themselves targets, but are simply the result of transitions between various level
pitch targets (that is, the target itself occurs at a specific height). It is these targets
that are the primary unit of pitch contours, and any movement in pitch is simply
the result of linking two targets together across a given temporal distance. The
utility of this view is that it allows what at first appear to be highly variable pitch
contours to be shown to be very precisely aligned with a given point in the
segmental string when various effects, such as the temporal distance between the
targets and the segmental structure at the location of the alignment, are taken into
account. Of the many factors which have been shown to effect the alignment of
the peak, two specific considerations will be addressed for the Tolowa data: 1)
whether the domain of alignment is the rhyme or syllable and 2) what the effect of
segmental structure on that alignment might be. Although previous work within
this framework has examined the alignment of both high and low targets, only the
alignment of the high will be discussed here as it is most relevant to the
examination of Tolowa which follows.

In one of the first studies to specifically address the alignment of peak pitch
accent, Silverman and Pierrehumbert (1990) found that, in a model designed to
predict the alignment of high targets in English, the proportion of the rhyme had
more predictive power than a proportion calculated from the duration of the entire
syllable. Further, they demonstrated that a proportion served as a better modeling
tool than raw duration. Arvaniti, Ladd and Mennen (1998) present a similar result
for Modern Greek. They found that the alignment of the peak of the high target of
a given pitch accent occurs just after the onset of the following syllable’s vowel,
and thus seems to be aligned with the rhyme (albeit of a different syllable).

However, studies on other languages have found that the raw duration of the
entire syllable is best able to describe the alignment of the pitch peaks. Prieto,
Santen and Hirschberg (1995) found that, when potential confounds such as stress
clash are carefully controlled, the duration of the syllable provides the best
description of peak pitch alignment in Mexican Spanish, rather than a proportion
of either the entire syllable or of only the rhyme.

In addition to addressing the issue of syllable or rhyme, some studies have
also examined the effect that different segmental contexts can have on the
alignment of the peak. Arvaniti et al. (1998) found that, in situations of peak
delay (i.e., where the high peak of a pitch accent is actually aligned just after the
beginning of the syllable following the accented syllable), following syllables that
begin with nasals saw an earlier alignment of the peak, while those with fricative
onsets saw a relatively later peak, though both occurred during the following
syllable’s vowel. Stops patterned with either one or the other, depending on
speaker. These differences were attributed to the fact that the nasals were shorter
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than the fricatives (although it is not clear if the difference in stop patterning by
speaker can be explained by the length of the segments).

Based on this background of peak pitch alignment in other languages, two
research questions were posed for Tolowa in order to determine to what extent
peak pitch alignment in an Athabaskan language is similar to or different from
what has been seen in Indo-European languages. First, in what way does the peak
of the contour pitch accent align with the segmental string, and is the rhyme or the
entire syllable the domain for the alignment of the peak? Second, how does the
segmental structure of the syllable affect the alignment of the peak?

1. Method

1.1.  Selection of Tokens

Three types of stressed syllables with contour pitch accents were selected for
analysis. The first type consists of open syllables with long vowels (CVV). All
word-internal open syllables contain long vowels in Tolowa. Oral and nasalized
vowels were grouped together in the analysis, as none of the statistical tests which
were used indicated that there was a significant difference between the two vowel
types. The second syllable type considered is closed by a nasal (CVN). Finally,
syllables closed by a voiceless obstruent (CVO) were considered. In Tolowa, the
only obstruents allowed syllable finally are voiceless fricatives or aspirated stops.

The words analyzed were selected from recordings made by several linguists
beginning in the 1950s. Five speakers were selected for analysis based on the
number of overall words produced on the recordings as well as the quality of the
recordings in order to ensure that accurate pitch tracks could be obtained. One
additional, living speaker—Loren Me’-lash-ne Bommelyn, who has been
extremely active in preserving Tolowa culture and language for more than thirty
years and who has an M.A. in linguistics—was also recorded for inclusion in the
analysis, for a total of six speakers.

Because the words were selected from a variety of old recordings, it was not
possible to match words across all six speakers. Thus, words were simply sorted
into the three syllable types (CVV, CVN, CVO). A set of example tokens for each
speaker is presented in Table (1) below in both the IPA and the tribal orthography
presented in Bommelyn (2006). A total of 217 words (76 CVV, 33 CVN and 108
CVO) were used for the present analysis.

In cases where speakers produced more than one repetition of the word, the
first clear repetition was used. All words were pronounced in isolation, except for
the productions by the living speaker, LB, which were collected in the carrier
phrase Dii-dvn xee-naa-ghitlh-yash ['ti:.tan xewna:.'yithjaf] ‘Now

we are saying’.
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(1) List of sample words for each syllable type from each speaker. Boldface
indicates the stressed, contour pitch-accented syllable used in the analysis.

(OAAY4 CVN CVvo
IPA Tribal IPA Tribal IPA Tribal
s miz.ne? mii-ne’ nantsan  nan-tsvn  ka?.sas ga'-srvsr
‘back’ ‘mountain’ ‘crab’
HS tu:.ma duu-ma  k™anfd k'wvn-sha~ fuk® Ihuk
‘sea anemone’ ‘raccoon’ ‘salmon/fish’
ER me:.ne? mee-ne' nin Ihnin met® met
‘house’ ‘raw’ ‘stomach’
LB ka:.si gaa-si fam shvm k’a:.tag k'aa-t'vsr
‘acorn straining basket’ ‘good’ ‘ant’
MW sex sree mantfa?  man-cha' SAS srvsr
‘(tree) sap’ ‘(white person) dress’ ‘wood’
AB Xi Xii SWAD srwvn taryaf daa-ghvsh
‘spruce tree’ ‘dirty’ ‘snake’

1.2. Procedure & Measurements

Syllables were isolated in Praat (Boersma and Weenik 2006), and the duration of
the rhyme and of the entire syllable were measured, as well as the duration (in ms)
from the onset of both the syllable and rhyme to the temporal point at which the
peak occurred. The height of the peak (in Hz) was also measured, as was the
height of the low at vowel onset. Vowel onset was chosen as the location to
measure the low due to the fact that many of the tokens in the current data set had
voiceless onset consonants, making any measurement before vowel onset
impossible. For the sake of consistency, then, FO was measured at vowel onset,
even when the initial consonant was voiced and the low occurred before the onset
of the vowel. In cases where FO fell slightly after vowel onset before rising to the
peak, however, the actual low was measured.

Duration of the rhyme was measured from the beginning of the vowel through
the end of the syllable. The onset of the vowel as measured at the zero-crossing of
the first clearly-repeating voicing cycle that coincided with the onset of second
formant (F2) energy. Duration of the syllable was measured from the beginning of
the onset consonant through the end of the syllable.

In order to determine syllable offset in a consistent manner, the following
criteria were used for each syllable type. For CVV syllables, the end of the rhyme
was taken to be the end of clear F2 energy that coincided with the end of voicing.
For CVN syllables, the end of the nasal was considered to be the end of voicing in
the case that the nasal was followed by a voiceless consonant or was word-final.
If the nasal was followed by a voiced segment, offset was placed at the abrupt
change in amplitude and formant structure between the nasal and the following
segment. For CVO syllables closed with fricatives, offset was placed at the end of
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the high-frequency aperiodic noise associated with the fricative. In CVO syllables
closed by stops, syllable offset was placed at the end of the burst and aspiration of
the stop release. Because syllable-final stops are uniformly aspirated in Tolowa,
this always included a period of aspiration.

2. Results and Discussion

2.1. Domain of Peak Pitch Alignment

Before presenting the results, it should be noted that the peak in both CVN and
CVO syllables was seen to occur just slightly before the onset of the coda
consonant. With CVV syllables, there was no such pattern, with the peak
occurring in a seemingly arbitrary position during the vowel.

Based on the measurements taken, two proportions were computed for each
token: one with the peak location calculated as a percentage of the duration of the
syllable, and one with peak location calculated as a percentage of the rhyme.
Means of the two proportions of peak location for both syllable and rhyme are
presented in Tables (2) and (3), respectively.

(2) Results for peak location as a proportion of syllable duration.

Speaker
SL HS ER LB MW AB Total

Mean 41% 49% 49% 67% 46% 49% 50%
Range (%) 19-68 25-70  17-80 21-65 22-61 17-75 17-80
SD 10.7 10.7 17.1 13.4 9.3 14.2 15.0
n 38 46 47 35 28 23 217

(3) Results for peak location as a proportion of rhyme duration.

Speaker
SL HS ER LB MW AB Total

Mean 23% 32% 25% 26% 30% 24% 28%
Range (%) 11-37 21-53  12-52 16-45 19-50 11-35 11-53
SD 7.8 7.8 9.1 6.7 8.1 7.0 8.6
n 38 46 47 35 28 23 217

Examining the means for syllable duration, it appears that the peak aligns, on
average, at the middle of the syllable—an intuitively appealing result, especially
when compared to the alignment based on rhyme duration, which seems rather
arbitrary at 28%. However, in looking at the overall ranges for each syllable type,
we see that the rhyme proportions have a range from 11% to 53%, which is a
rather tighter range than that for the syllable proportions of 17% to 80%. This
indicates that the rhyme provides a tighter fit for the location of the peak. This
conclusion is supported by examining the standard deviations of the two
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proportions. The alignment by syllable duration has a standard deviation
[SD=15.0] almost twice as large as the standard deviation of the alignment-by-
rhyme group [SD=8.6]. An F-test on the variance of the syllable duration group
[6°=225.39] and the rhyme duration group [0?=73.12] was computed which
indicated that peak delay calculated as a proportion of the duration of the rhyme
was significantly less variable than the proportion computed based on the duration
of the entire syllable [F(216,216) = 3.08, p<.001].

Due to the fact that there is less variability in the alignment of the peak pitch
in terms of the proportion of the rhyme than of the syllable, it appears that the
rhyme is the domain of peak alignment in Tolowa. This mirrors the finding of
Silverman and Pierrehumbert (1990) for English and Arvaniti et al. (1998) for
Modern Greek but stands in contrast the findings of Prieto et al. (1995) for
Mexican Spanish.

2.2.  Effects of Segmental Structure

We now turn to an examination of the second question raised above: is the
alignment of the peak affected by the structure of the syllable with which it is
aligned? Of specific interest was the role that coda consonants play in alignment
of the peak, as the peaks in CVN and CVO syllables often occurred quite close to
the end of the vowel, and thus just before the beginning of the coda consonant.
Because the above results demonstrated that a proportion based on rhyme
duration is the best predictor of peak delay, only this proportion will be
considered in the analysis that follows. The same tokens used above are also used
here; however, tokens were separated into different groups based on syllable type
(CVV, CVN, & CVO). Mean proportions for each type of syllable by speaker are
presented in Table (4).

(4) Means, standard deviations, and number of tokens for peak alignment by
syllable type and speaker.

Speaker

SL HS ER LB MW AB Total

S M 28% 38% 31% 28% 35% 26% 31%
5 SD 6.0 11.0 9.6 6.1 6.2 7.0 8.5
n 16 11 18 16 7 8 76

> M 21% 34% 32% 28% 28% 27% 28%
5 SD 7.5 6.1 2.3 8.2 3.0 4.1 6.4
n 5 4 3 7 7 7 33

o M 19% 30% 20% 21% 29% 18% 24%
5 SD 7.6 5.6 5.4 4.0 10.1 5.8 8.1
n 17 31 26 12 14 8 108
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In examining the peak alignment data presented in Table (4), CVV and CVN
syllables appear relatively similar, with means of 31% and 29%, respectively,
while peaks in CVO syllables occur slightly earlier, at 24% of the length of the
rhyme. To test whether these differences were significant, the data were submitted
to a two-way GLM ANOVA, with speaker (six levels) and syllable type (three
levels) as independent factors and proportion of the rhyme duration at which the
peak occurred as the dependent variable. The effect of both speaker
[F(5,199)=9.332, p<.001] and syllable type [F(2,199)=27.034, p<.001] were
significant. The interaction between the two factors, however, was not significant
[p=.399]. This indicates that speakers were relatively consistent in their
differentiation of the syllable types in terms of peak alignment.

Tukey’s HSD tests were conducted to determine which levels of syllable type
were significantly different from each other. The tests indicated that CVO
syllables [M=24%, SD=8.1] had a peak which occurred significantly earlier than
both CVV syllables [M=31%, SD=8.5] and CVN syllables [M=28%, SD=6.4],
[p=.001 and .012, respectively]. The difference between CVV and CVN syllables
was not significant [p=.154].

Based on these results, it appears that the type of coda in a given syllable
affects the alignment of the pitch-accent peak, with peaks in CVO syllables
occurring earlier than peaks in syllables with other types of codas. Given that all
stops and fricatives in this position are voiceless in Tolowa, one might suspect
that this earlier alignment of the peak is related to the fact that the peak cannot be
realized during the voiceless portion of the rhyme, and the high target is thus
moved closer to the beginning of the syllable. This sort of time pressure would
not be a problem in CVVV and CVN syllables, as voicing continues throughout the
rhyme. A look at the mean durations of the rise in all syllable types—measured
from vowel onset to the peak—indicates that CVN syllables [M=85 ms], although
slightly shorter than CVV syllables [M=93 ms], are still longer than CVO
syllables [M=75 ms]. It follows, then, that if this time pressure has indeed forced
the high target at the peak to be realized earlier in CVO syllables, then we also
ought to see a steeper slope to the rise in CVO syllables than in CVV or CVN
syllables, as the rise now has less time to be completed (see below).

2.3.  Slope of the Rise
Because the peak in CVO syllables occurs significantly earlier than in CVV or
CVN syllables, the autosegmental framework predicts that the FO contour in CVO
syllables will have a steeper slope. This is due to the fact that the distance
between the low target at the beginning of the syllable and the high target during
the rhyme has been reduced. Thus, if the slope of a pitch contour is simply an
extrapolation between two targets, we would expect the slope to become steeper
as the distance between the two targets decreases (as has been found in several
previous studies, e.g., Prieto et al. 1995).

In order to test this prediction, a measurement of the slope was calculated as
follows. The duration of the rise in milliseconds (time of high minus time of low),
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and the difference between the peak and the low (in Hz) was calculated. From
these two numbers, the slope of the rise in FO was calculated (Hz/ms). A slope of,
for example, .25 represents a one-quarter Hertz rise in pitch for every millisecond
that the contour lasts. Higher numbers thus indicate a steeper slope.

Means and standard deviations for each syllable type by speaker are shown in
Table (5). As is clear from the table, CVV syllables appear to have a slope that,
with a rise of .241 Hz/ms, is less steep than both CVN and CVO syllables, with
slopes of .341 and .299 Hz/ms, respectively.

(5) Slope of the FO contour by speaker and syllable type.

Speaker

SL HS ER LB MW AB Total

> M 199 170 .169 315 .393 .304 241
5 SD .09 10 .07 14 .09 10 A3
n 16 11 18 16 7 8 76

> M .248 242 223 .359 531 .308 341
5 SD .09 A5 .06 .16 .26 .07 .18
n 5 4 3 7 7 7 33

o M 244 .254 .196 445 471 .408 .299
5 SD A2 .10 .10 12 21 14 .16
n 17 31 26 12 14 8 108

These data were submitted to a GLM ANOVA with speaker and syllable type
as independent factors and the slope of the pitch contour from vowel onset to peak
pitch as the dependent variable. Results of the ANOVA indicated that the effects
of both speaker [F(5,199)=18.010, p<.001] and syllable type [F(2,199)=7.715,
p=.001] were significant. The interaction of speaker and syllable type was not
significant [p=.658], indicating that speakers were consistent in their production
of the slope of the contour by syllable type.

Tukey’s HSD pair-wise comparisons were conducted on the slope
measurements to determine which syllable types were significantly different from
each other. CVV syllables [M=.241, SD=.13] were found to have slopes which
were significantly more shallow than the slopes of both CVN syllables [M=.341,
SD=.17, p<.001] and CVO syllables [M=.299, SD=.16, p=.005]. The difference
between CVN and CVO syllables was not significant [p=.208].

Although CVV syllables are realized with a more shallow slope than CVO
syllables as predicted by autosegmental theory, CVN syllables pattern not with
CVV syllables in terms of their alignment, but rather with CVO syllables. This is
despite the fact that previous findings indicated that CVV and CVN syllables
clearly pattern together in terms of the peak’s alignment within the rhyme. This
discrepancy is represented graphically in Figure (2).
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(2) Grouping of CVV, CVN and CVO syllable types based on two criteria:
peak alignment and slope of rise.

Cvv
Grouping by peak alignment
(peak is later)

CVN
>Grouping by slope of rise
(slope is steeper)
CVvO

One possible explanation presents itself based on the mean durations of the
rise presented above in Section 2.2. Recall that these means showed that CVN
syllables were closer to CVV syllables than CVO syllables in terms of the length
of the rise. However, it now seems that, despite the fact that CVN syllables are
closer to CVV syllables in terms of the duration of the rise [M=85 ms and M=93
ms, respectively] than to CVO syllables [M=75 ms], the shorter duration of the
rise in CVN syllables is sufficient to cause an increase in the slope of the rise such
that CNV syllables pattern with CVO syllables.

However, this still does not explain why the peak alignment in CVN syllables
matches that in CVV syllables. If the duration of the rise is shorter, it seems that
we ought to have seen peaks which were earlier as well, but this was not the case.
We now turn to the General Discussion & Conclusion, where we will offer one
speculative possibility to explain these data further.

3. General Discussion & Conclusion

The preceding investigation has provided a first look at peak pitch-accent
alignment in stressed Tolowa syllables. To summarize, the results were as
follows. First, the rhyme rather than the syllable was shown to be the domain for
peak pitch alignment, with a proportion based on the duration of the rhyme
providing the best description of the alignment of the peak. Second, it was
demonstrated that peaks align significantly earlier in CVO syllables than in CVV
or CVN syllables. It was proposed that this earlier alignment is the result of time
pressure to realize the high target at the peak prior to the voiceless obstruent coda.
Finally, it was shown that the slope of the rise in CVO and CVN syllables is
significantly steeper than the rise in CVV syllables. These findings are presented
in Table (6).

Although some questions about peak pitch accent alignment in Tolowa have
been answered, additional questions have been raised by apparently conflicting
results. Given than CVN syllables have a peak which is aligned like that of CVV
syllables, we would expect these two syllable types to have similar slopes; there
thus seems to be no obvious explanation for the fact that CVN syllables have a
steeper slope than CVV syllables and pattern like CVO syllables. Although the
durations of the rises may have given us a hint as to why the slope is steeper in
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CVN syllables, it remains unclear why the peaks in these cases would then align
like CVV syllables.

(6) Summary of the results of the present study.

Findings
Rhyme is domain of peak alignment
Peaks align earlier in CVO than CVV or CVN
Slopes in CVN and CVO steeper than in CVV

One possible explanation for this result is that the presence of any coda
consonant is taken into account when calculating where to align the peak pitch
target; that is to say that in both CVN and CVO syllables, there may be a certain
pressure to realize the pitch target before the coda consonant begins—regardless
of whether that consonant is voiced or voiceless—which could cause the peak to
be aligned earlier. This could then lead to both CVN and CVO syllables having a
steeper slope. However, this account would not then be able to explain why the
peaks of CVN syllables actually align like the peaks of CVV syllables, unless the
voicing of the nasal coda allows a certain amount of flexibility in aligning the
peak, which is why it is seen to occur later than it might otherwise. This may be
somewhat supported by the fact that the duration of the rise in CVN syllables is
intermediate between CVV and CVN syllables. Further investigation is warranted
in order to determine if this explanation might help to account for these disparate
data.

One additional point ought to be considered in a similar vein. Given that the
alignment of the peaks in CVO and CVN syllables appears to be close to the end
of the vowel, one might be tempted to analyze this as the location with which the
peak is aligned. A problem with this analysis becomes apparent when CVV
syllables are considered. However, recall that all open syllables are
phonologically lengthened in Tolowa. It might be the case that the alignment of
the peak in CVV syllables is a historical remnant of a time prior to this
lengthening rule, when the peak perhaps aligned with the end of the vowel in *CV
syllables. Further comparative work would be needed to substantiate this
hypothesis.
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Marking Aspect and Mood and Inferring Time in Mam (Mayan)
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Mayan languages have generally been considered to mark aspect and mood rather
than tense on verbs (e.g., Kaufman 1990, Bohnemeyer 2002), or to have com-
bined tense/aspect systems (e.g., Larsen 1988). Mam has usually been analyzed,
by me and others (e.g., England 1983, Pérez and Jiménez 1997), as having a
somewhat hybrid system of tense/aspect marking, with aspectual information
generally more prominent than temporal information. Here I argue that morpho-
logical marking on verbs refers entirely to aspect or mood in Mam, examine how
temporal information is inferred, and show how time is conveyed in texts.

1. Background: Clause Structure

Mam has two basic types of clauses: those headed by verbs and those headed by
nonverbal predicates (statives, locatives, existentials, or equatives). Both verbs
and nonverbal predicates mark their main arguments according to an ergative
pattern of person agreement — the subjects of transitive verbs are indicated by one
set of morphemes (Set A) while objects of transitive verbs, subjects of intransitive
verbs, and subjects of nonverbal predicates are marked by another (Set B).

(1) ma  chin etz t-tzyu-"n-a’ ‘you grabbed me’
PROX Bls DIR  A2p-grab-DS-2s/1s’

" The forms of Set B that are used for the subjects of nonverbal predicates are slightly different
from Set B in other contexts, but are clearly derived from Set B and not from Set A.

? Examples are from texts or my notes. If they are from texts they are followed by (T). I have used
many of the examples before, principally in England 1983. Unless otherwise indicated, they are
from Ixtahuacan. Symbols in the Mam alphabet used here have the expected values, except
VV=long vowel, * =glottal stop, ch= alveopalatal affricate, j=uvular fricative, ky=palatal stop,
tx=retroflexed affricate, tz=alveolar affricate, x= retroflexed fricative, xh= alveolpalatal fricative.

> Abbreviations are: A=Set A, ABST=abstract noun, AFF=affirmative, AGT=agent,
AGTV=agentive, AP=antipassive, B=Set B, CLS=classifier, CPL=completive, DAT=dative,
DEM=demonstrative, DEP=dependent, DIR=directional, DISP=displacement, DS=directional
suffix, EMPH= emphatic marker, EXCL=exclusive, EXIST=existential, IMP=imperative, IMPF=
imperfect, INALIEN=inalienable, INC=incompletive, INF=infinitive, INST=instrumental, MIR=
mirative, NEG=negative, NOPOT=non-potential, p=plural, PART=participle, PAS=passive,
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(2) ma  tz’-etz n-tzyu-'n-a ‘I grabbed you’
PROX B3p-DIR Als-grab-DS-1s/2s

3) ma  chin b’eet-a ‘I walked’
PROX Bls  walk-1s

(4) siky-naj qiin-a ‘I am tired’
tire-PART Bls-1s

Split ergativity occurs in a number of different contexts, including temporal
(when) clauses. In such clauses all arguments are marked ergatively. (5) gives a
transitive verb with a directional where both arguments are marked ergatively, (6)
is a transitive verb without a directional, and (7) is an intransitive verb.

(5) ok t-ku’-x ky-awa-'n  xjaal kjo'n...
when:POT A3s-DIR-DIR  A3p-plant-DS person cornfield
‘When the people plant the cornfield . . .

(6) Ok qo tzaalaj-al ok t-q-il u’j
POT Blp be.happy-POT when:POT A3s-Alp-see book
t-e yool t-e I’tzal.

A3s-RN:POSS word RN:POSS Ixtahuacin
‘We will be happy when we see the Ixtahuacan dictionary.’

(7) aj t-qogaax . . . (T)
when:NOPOT A3s-night.falls
‘when night fell . . .

Verbal predicates normally* take aspect markers, while nonverbal predicates
never do. In examples (1) - (3) the verbs are marked with the proximate aspect
morpheme ma, while the nonverbal predicate in (4) has no aspect marker. (8)
shows that aspect marking is ungrammatical with a nonverbal predicate:

(8) *ma siky-naj qiin-a
PROX tire-PART Bls-1s
Intended meaning: ‘I was tired’

PAT=patient, PERF=perfect, PL=plural, POSS= possessive, POT=potential, PROX=proximate,
REFL=reflexive, RES=resultative, RN=relational noun, s=singular, TERM=specific termination,
VB=verbalizer.

* There are a number of contexts in which verbal predicates have no aspect marking. These
include: all contexts in which there is split ergativity, after temporal adverbs, after negative or
affirmative particles, and in clauses headed by the quotative verb —chi or that are headed by or are
complements of the verb —aj ‘want’.
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Both kinds of predicates can take temporal adverbs. Their unmarked position
with verbal predicates is first, where they replace aspect markers (9a)’. They can
also be last in the clause but then require dependent aspect markers (9b). Tempor-
al adverbs usually occur after a nonverbal predicate, but they can also occur
before it, and require no structural changes in either position (10, 11).

(9) a. eew tz-ul aaj nan  yaa’
yesterday B3s-DIR  return ma’am grandmother
‘Grandmother came yesterday.’

b. @-o-ul aaj nan  yaa’ eew
CPL.DEP-B3s-DIR return ma’am grandmother yesterday
‘Grandmother came yesterday.’

(10) at-o junaq’uuntl ojtxa (T)
EXIST-B3s a work before
‘There was work before.’

(11) ja’la aa-0-qa-tzan (T)
now DEM-B3s-PL-well
‘well, now these are them’

2. Aspect and Mood Marking on Verbs

Mam has six proclitics, several suffixes, and one enclitic that together express
categories of aspect or mood. The proclitics occur first in the verb and distinguish
completive, incompletive, potential, and what I am calling “proximate” aspects.
The completive and proximate aspects are each marked by two different mor-
phemes, one for certain dependent clauses, the other for independent clauses.

> Adverbs such as ja’la ‘now’ that indicate the present in fact indicate an immediate future in first
position and the present in final position:

i. Tz-uul taat ja’la. ii. Ja’la  tz-uul taat.
B3s-come father now now B3s-come father
‘Father is coming now.’ ‘Now father is about to come/will come.’
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(12) ma  proximate (inceptive) action, independent clause

X- proximate (inceptive) action, dependent clause®
0 completive, independent clause

o} completive, dependent clause’

n- incompletive (progressive, habitual)

(ok) potential

The forms with vowels are phonologically independent, while those without
vowels are bound. The potential marker ok is optional, but potential is also
obligatorily marked by suffixes. A default temporal context is inferred from the
aspect markers. The proximate is understood as a recent past in its default inter-
pretation, the completive is understood as an ordinary past referring to any time
before the present day, the default interpretation of the incompletive is present
progressive, and the potential is understood as future:

Transitive Verb Intransitive Verb
(13) ma chi wila (13°) ma chin b’eeta

‘I saw them (a little while ago)’ ‘I walked (a little while ago)’
(14) xhiwila (14°) xhin b’eeta

x-chi x-chin

‘when I saw them (a little while ago)’ ‘when I walked (a while ago)’
(15) ochiwila (15°) ochinb’eeta

‘I saw them (before today)’ ‘I walked (before today)’
(16) o-1wila (16’) @-in b’eeta

‘when I saw them (before today)’ ‘when I walked (< today)’
(17)  nchi wila (17°) nchin b’eeta

‘I am seeing them, I see them’ ‘I am walking, I walk’
(18)  (ok) chi wila’ya (18’) (ok) chin b’eetala

‘I will see them’ ‘I will walk’

% The dependent forms of the completive and proximate aspects are used in clauses after focused
and fronted nominals or after focused time adverbs, in clauses subordinated to a clause with the
imperfect —faq in the non-potential, in temporal clauses without a temporal subordinator that
indicates a specific time, and after the manner adverb mes ‘suddenly, unintentionally’.

7 This morpheme is real. Verbs in the completive in dependent clauses lack the first consonant of
Set B markers, which follow aspect marking in the verb complex. Thus chin ‘first person singular’
becomes in, go ‘first person plural’ is o, chi second/third person plural is i, and all of the audible
forms of second/third person singular (#z-, #z -, t-) are omitted.
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Verbal suffixes that indicate (aspect or) mood are different depending on
whether the verb is intransitive, transitive, or transitive with an accompanying
directional. They mark two verbal categories: potential and imperative, and
therefore are used in irrealis situations. Given that these are the only two catego-
ries that are marked with suffixes, and because the potential indicates uncertain
future events, the suffixes basically mark mood in Mam. They are:

(19) Potential Imperative
intransitive: 18 ---
transitive: -a’ -m
transitive with directional: -1 (on directional) -n

Examples are:

(20)  (ok) chin b’eetala

‘T will walk’

(21)  (ok)tlag’a’ya
‘you will buy it’

(22)  (ok) ktzajal tlaq’0o’na
‘you will buy it’

(23) Db’eeta
‘walk!’

(24) q’iima
‘take it!’

(25) q’iinxa
‘take it (there)!’

The enclitic —taq is the final element that marks aspect morphologically. It
combines with verbs, nonverbal predicates and certain adverbs and, depending on
the type of base it combines with and the aspect proclitics if the base is verbal, it
indicates either perfect or imperfect. When it is combined with the aspect marker
ma, usually with the incompletive marker n- at the same time, it indicates that an
action has been begun (imperfect) (26), but in combination with the completive o
it indicates that an action has or will have been completed with regard to some
other action (perfect) (27). When —fag is combined with manner adverbs it
indicates that an action has begun (imperfect) (28), but when it is combined with

¥ If an intransitive verb is accompanied by a directional, the potential marker goes on the direc-
tional.

123



Nora C. England

time adverbs it indicates that some specific time has gone by (perfect) (29). With
nonverbal predicates it is ambiguous; it indicates that something is in a particular
state, but it is unkonown whether it still is in that state (imperfect) or it is inter-
preted as being in that state because it had gotten to that state (perfect). Transla-
tions reflect the ambiguity, as in (30). Thus this enclitic in general fits the perfect
in terms of anteriority, but differs from it in that sometimes it indicates stativity
(perfect) but sometimes it does not (imperfect).

(26) Maa-taq n-chin b’eet-a  s-ok n-kii-n
PROX-IMPF INC-Bls walk-1s PROX.DEP.B3s-DIR Als-see-DS
w-iib’-a t-uk’ jun xjaal.

Als-RN:REFL-1s A3s-RN:with a person
‘I was walking when I met a person (and may have continued).’

(27) Oo-taq 0-b’aj t-qeeta-n Luuch t-tzii’. (T)
CPL-PERF B3s-DIR  A3s-cut-DSPedro A3s-mouth
‘Pedro had cut their mouths (when some other event occurred).’

(28) ch’ix-taq-tzan  t-pon kaana-n  yaa’yj, (T)
almost-IMPF-well A3s-DIR meet-AP  grandmother
‘the grandmother was almost on the point of arriving (she has begun the
process that will lead to her arrival but has not finished)’

(29) Yaa kwanda kab’-a oora-taq ky-ku-leen teen-q’a
now when two-? hour-PERF A3p-go.down-ABST be-CLS
t-uk’ ky-q’aaq’-q’a (T)

A3s-RN:with  A3p-fire-CLS
‘Now when two hours had passed that they spent with their fire’

(30) q’an-o-taq chulal
ripe-B3s-IMPF/PERF  zapote (a fruit)
‘the zapote was ripe’ or ‘the zapote had ripened’

3. More on Aspect Proclitics

The aspect proclitics convey something of temporal information, so the question
arises as to whether they are truly aspects or at least in part tenses. A more careful
examination of their context of use shows that the temporal information they
convey is secondary to the aspectual information and can be overridden in specif-
ic contexts. The temporal information is a matter of default inference.

The most clearly aspectual of the proclitics is n- ‘incompletive’. The default
meaning that this marker conveys is present progressive (31). However, it is also
used for ongoing habitual actions (32) and can be combined with specific time
adverbs to indicate the progressive in times other than the present (33, 34).
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(31) n-g-poon a’
INC-B3s-arrive water
‘the water is arriving’

(32) nn-og-eel ch’in-ni q-chiky’-eel ky-u’n-jal (T)
INC-B3s-go.out  a.little-DIM  Alp-blood-ABST A3p-RN:by-CLS
‘they take a little of our blood’ (speaking of fleas)

(33) yaa n-g-poon a’
just.now INC-B3s-arrive water
‘the water was just arriving’
(34) ojtxa n-g-poon a’
before INC-B3s-arrive water
‘the water was arriving before’

When —n is used with maatagq, it marks clauses in the imperfect (35).

(35) maa-taq n-chin yoola-n-a xhin-tzaj txako-’n-a
PROX-IMPF INC-Bls talk-AP-1s PROX.DEP.B1s-DIRcall-DS-1s
‘I was talking when they called me.’

Furthermore, as will be seen in the text analysis, n- is customarily used in
narrative to mark progression in the text, even when there is no implication of
progressive or habitual action (36).

(36) n-p-tzaj-tzan ky-lag’o-’n  aryeeral ja’la (T)
INC-B3s-DIR-well A3p-buy-DS mule.driver now
‘so the mule-drivers bought it’

Lastly, the temporal context of other clauses in a text can determine the
temporal context of n- (37).

(37) Aa-tzan @-g-ok n-b’i-’'n-a kuxi’
DEM-well CPL.DEP-B3s-DIR Als-hear-DS-1s  every.little.while
n-g-jaaw nimaal. (T)

INC-B3s-go.up DEM
‘According to what I heard, every little while it tore/was tearing.’

The marker o indicates completed action and usually is interpreted as an
ordinary past, which includes roughly anything that occurred before today (38). It
can also be used for former habitual actions; that is, habitual actions in the past
that have come to some conclusion or which are no longer relevant (39).
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(38) Ntii’, nti’ o0-¢-t-maa ch’in nee’. (T)
NEG NEG CPL-B3s-A3s-say a.little small
‘No, he didn’t say anything.’

(39) Db’ix nim o-g-b’eet t-witz tx’otx’. (T)
and a.lot CPL-B3s-walk A3s-RN:on land
‘and he walked a lot in the countryside.’

As has been seen, o in combination with —tag indicates a perfect (40). If such
a form occurs with a clause in the potential, it indicates a future perfect (41).

(40) Qeo-taq 0-b’y waa-’n  9-0-Xi q’o-'n t-k’aa’.
CPL-PERF B3s-DIR eat-DS  CPL-DEP-B3s-DIR give-DS  A3s-drink
‘He had eaten when they gave (him) his drink.’

(41) Qeo-taq 0-b’y waa-"n ok t-tzaj q’o-'n t-k’aa’.
CPL-PERF B3s-DIR eat-DS when.POT A3s-DIR give-DS  A3s-drink
‘He will have eaten when they give (him) his drink.’

Given that the use of o is not confined to the past, it seems clear that it marks
completive aspect rather than any tense. Its default interpretation as a past is
because completed events have usually already occurred, and its default interpre-
tation as a past that occurred before today is due to the space that is reserved by
ma, the proximate aspect marker.

I analyzed ma for many years as a recent past marker, and Pérez and Jiménez
analyzed it as a recent completive marker (1997:155-156). I no longer think
either statement is completely correct. It is true that the default interpretation of
ma is of an action that was at least begun in the recent past (any time today). For
instance, a narrator of a tale says the sentence in (42) as he is finishing his story.

(42) Aa-tzan junkol-jo ma-a’ o-txi n-kaa’we-n-a. (T)
DEM-well a theme-DEM PROX-EMPH B3s-DIR  Als-reason-DS-1s
‘Well, this is a story I just told.’

However, ma does not imply that the action has necessarily ended. The clause
in (43) contains an idiomatic expression for ‘we understand’ which literally
means ‘our thoughts go out’. The phrase is interpreted as a continuing process of
understanding.

(43) kee aa-tzan-jo ma-a’ tz’-eel q-niiky’ t-1’j (T)

that DEM-well-DEM  PROX-EMPH B3s-go.out Alp-thought A3s-RN:theme
‘well, this is what we now understand about it’
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Furthermore, Jos¢ Pérez says (p.c.) that if the verb is durative, then there is
less security about whether the action was finished, but if the verb is punctual,
then it was finished almost as soon as it began:

(44) ma chin waa-n-¢’ (Cajola dialect)
PROX Bls  eat-AP-1s
‘I ate’ (I ate something, but may not have eaten well, or a whole meal)

45) ma  eo-kub’ n-pa-'n-¢’ (Cajola dialect)
PROX B3s-DIR  Als-break-DS-1s
‘I broke it’ (the action was completed)

The use of ma with —tag emphasizes the inceptive part of its meaning, since
together they indicate an imperfect meaning, as in (46), where the explanation
given was that the act of speaking was beginning at the moment of being called.

(46) Maa-taq n-chin  yoola-n-a xhin tzaj  txako-'n-a.
PROX-IMPF INC-Bls speak-AP-1s PROX.DEP.Bls DIR  call-DS-1s
‘I was speaking when (they) called me.’

In addition, ma can be used for actions that occur in the more distant past
when they are being related to some other proximate event, and not just to the
moment of speaking. For instance, in (47) the event that is marked by ma (su-
nrise) took place in the remote past of the story, but is related to the immediately
consequent action of the people saying “let’s go”.

(47) Ma-tzan o-jaa’w-al q’iij, “qoo-qa” chi-chi-tzan  xjaal.
PROX-well B3s-go.up-TERM sun let’s.go-1pEMPH B3p-say-well people
‘(When) the sun came up, “let’s go” said the people.’ (T)

Finally, ma uncharacteristically indicates an action that is about to begin when
it is used with the intransitive verb of motion xi” ‘go’ and is ambiguous when it is
used with the intransitive verb of motion aa(n)j ‘return there’:’

(48) mat-xi’ ‘he will go’
ma tz’-aanj  ‘he returned’ or ‘he will go (returning)’

The explanation for this unusual interpretation lies in the grammaticalization
of the intransitive verbs of motion as directional auxiliaries on verbs. The direc-
tional xi’ primarily marks trajectory (‘away’) but secondarily marks incipient
action (aspect). Several contexts show its aspectual function. First, it is almost
always used with the ‘resultative’ morphemes —’4j ‘resultative indicative’ and

? Data in (48) are from José Pérez, and represent the speech of Cajola.

127



Nora C. England

-b’aj ‘resultative passive’. These morphemes indicate that an action occurs
because someone moves to do it. Thus (49) indicates that the fox went some-
where to bite something:

(49) N-o-xi’ t-tx’a-’Kj weech. (T)
INC-B3s-DIR  A3s-bite-RES fox
‘The fox went to bite it.’

Xi’ is also often used with the potential, even when the verb does not neces-
sarily require this directional. Compare the directional in (50b) with that in (50d).
The verb is the same, but when it is in the potential the narrator uses xi’ while
when it is not in the potential she uses ku .

(50)a. At-o jun kweent (T)
EXIST-B3s a story
‘There is a story’

b. o-x-el n-q’ama-'n-a ja’la,
B3s-DIR-POT  Als-tell-DS-1s now
‘that I will tell now,’

c. at-o jun t-yool n-yaa’-ya
EXIST-B3s a A3s-word Als-grandmother-1s
‘it is a story of my grandmother’s’

d. e-o-kw’ t-g’ama-n  t-uk’u-x n-txuu-ya.
CPL.DEP-B3s-DIR  A3s-tell-DS A3s-RN:with-always Als-mother-1s
‘that she told with my mother.’

Xi’ is also used by itself to indicate incipient action. In (51) the verb ‘hide’ is
not a separate predicate (for instance, an infinitive) in Mam, and the directional
serves to indicate that the subject has initiated the action of hiding.

(51) n-e-xi’ t-ee’wa-n naaj t-1ib’-jal t-uj
INC-B3s-DIR  A3s-hide-DS  be.lost ~ A3s-RN:REFL-CLS A3s-RN:in
tzmaal weech. (T)
A3s.hair  fox
‘it went to hide in the hair of the fox./it became lost in the hair of the fox.’

The aspectual meaning of xi’ thus overrides that of ma. Presumably aa(n)j
behaves like xi’ because it overlaps in meaning (‘return there’ means ‘go return-
ing’). Since the meaning overlap is partial, this leads to an ambiguous interpreta-
tion of ma + aa(n)j.
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In summary, ma does not always indicate completed action and it does not
always indicate recent action as measured from the moment of speaking. Its
meaning seems to center more on actions that have begun (or are about to begin)
and that are proximate to some event that is not necessarily the act of speaking. I
have chosen to label it ‘proximate’ in accordance with what seems to be its most
prominent meaning.

The potential is optionally marked with the proclitic ok and obligatorily
marked with a suffix on the verb stem or on an associated directional. There is
very little to distinguish the potential from a future tense, except that, as shown,
some uses of ma imply an immediate future, so not all of the possible ‘future’
space is marked by the potential markers. Furthermore, as has been seen, future
completives are indicated by ootag rather than a potential marker. Thus both the
completive and the proximate markers can make reference to future events in
certain contexts. Therefore the better descriptive term for these morphemes is
‘potential’. This is the only proclitic that is optional and is paired with a required
suffix. This may reflect its ambiguous status — on the one hand it conveys some-
thing of aspect, like the other proclitics, but on the other hand it conveys some-
thing of mood, like the other suffixes. (52) provides an example of the potential.

(52) tqal-tzan k-o-t-aq’-al-a g-ee-ky’ (T)
what-well POT-B3s-A2s-give-POT-2s A1p-RN:DAT-1pEXCL
‘what will you give us?’

It has been demonstrated that each of the aspect proclitics principally marks
aspect (or mood) and not tense. Temporal information that is conveyed by these
markers results from inference, or is only partial, and in several instances is
overridden by contextual factors. None of the markers corresponds to a definite
and well-defined temporal interval. (53) summarizes the information that has been
presented about the aspect markers.

(53) Uses of Aspect Proclitics

proclitic | aspect default other meanings +-taq +-taq + +xi’,
temporal pot. aa(n)j
meaning clause

n- incompletive | present progressive in --- --- no effect

progressive | other times,
progression in

text,
ongoing habitual

o/o completive past completed, past perfect future no effect
habitual perfect

ma/x- proximate recent proximate to imperfect | - -- future
some other (£n-) (inceptive)
event, inceptive

(ok) + potential future may occur --- --- no effect

suffixes
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4. More on Aspect and Mood

In addition to the suffixes on verbs there are two other classes of function words
in Mam that indicate mood (understood here as imperative and potential): nega-
tive particles and two of the temporal subordinators. Verbal predicates are negated
by mii’n in the imperative and potential, without the potential proclitic (54, 55),
but are negated by nti’ along with other aspect markers in the nonpotential (56).

(54) Mii’n o-tzaaj  jb’aal ja’la.
NEG B3s-come rain today
‘It will not rain today.’

(55) Mii’n b’eet-a.
NEG walk-2s
‘Don’t walk!”

(56) Nti’ o tz’-e-tz n-lag’o-"n-a.
NEG CPL B3s-DIR-DIR  Als-buy-DS-1s
‘I didn’t buy it.

Mam has four temporal subordinators (‘when’), two of which make a distinc-
tion between potential and nonpotential. Ok is used in the potential (57), while aj
is used in the nonpotential (58). The other two, ela’ and kwanto/kwando, are used
in any aspectual or temporal context; the default sense is completive (59, 60). In
general, the ‘when’ clause does not take aspect proclitics and shows split ergativi-
ty (the verb is marked with all ergative markers for person). However, there are
two exceptions to this generalization. A clause with aj can co-occur with the
incompletive marker in a generic statement (61), and a clause with kwanto can
occur optionally with aspect proclitics (62). In either case, if there is an aspect
proclitic, agreement is the normal ergative pattern. An explicit subordinator is not
required in a temporal clause; any clause without an aspect marker and with split
ergativity is understood as a ‘when’ clause (63).

(57) Ok t-b’ant ky-k’00j-a. . . (T)
when:POT A3s-make A2p-mask-2p
‘When your masks are made. . .’

(58) O o-tzaalaj xjaal t-1’j t-paa aj
CPL  B3s-be.happy person A3s-RN:theme A3s-bag ~ when:NOPOT
t-kan-eet priim-x.

A3s-find-PAS early-still
‘The person was happy about his bag when it was found early.’
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(59) Ela t-b’y meq’t n-g-xi’ t-waa’-n  xjaal.
when A3s-DIR  heat INC-B3s-DIR  A3s-eat-DSperson
‘When he finished heating (it), the person ate it.’

(60) Entoonse kwanda-tzan t-eel t-pokb’-aal. . . (T)
then when-well ~ A3s-go.out  A3s-explain-ABST
‘Well, when the news went out. . .’

(61) Aj nti’  n-qo-kaamb’a-n t-1’] scha-b’al
when:NOPOT NEG INC-Blp-win-AP A3s-RN:theme play-INST
n-qo-jaw b’iisa-n.

INC-B1p-DIR  sad-AP
‘When we don’t win the game we are sad.’

(62) Kwanto s-ook-l tzluu’. . .
when PROX.DEP.B3s-enter-DIR here
‘When it got here. . .

(63) N-g-ee-x-tzan-tl-a q’amaa-l t-e
INC-Alp-go.out-DIR-well-again-1p  tell-INF  A3s-RN:DAT
ky-ee g-uuk’al-a,

A3p-RN:DAT Alp-buddy-1p
‘When we went out to tell our buddies,’

The negatives and temporal subordinators make a clear distinction between
irrealis and realis; the same distinction that is made by the intersection of aspect
proclitics and mood suffixes in Mam. The table in (65) summarizes the aspect and
mood categories in Mam.

(64) Aspect and Mood
proclitic suffix negative ‘when’
irrealis imperative no yes mii’n ---
potential optional ok | yes mii’n ok
realis completive | 0/0 no nti’ aj
incompletive | n- no nti’ aj
proximate ma/x- no nti’ aj
5. Time in Discourse

Mam is not a tensed language. In addition to the fact that all of the morphological
markers that have something to do with time indicate either aspect or mood, these
markers are not required in all clauses. Nonverbal predicates have no aspect or
mood marking, except for —tag. Verbal predicates in a number of different con-
texts also lack aspect or mood marking. In fact, in a count of 706 clauses in four
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narrative texts, only 42% had aspect or mood marking at all, and only 4% of the
remaining clauses had time adverbs, leaving 54% of the clauses without any
marking for time. Furthermore, over half of the clauses with aspect or mood
marking were marked with the incompletive aspect proclitic, the least temporally
explicit of the proclitics. If only verbal clauses are considered, then 45% of these
still lack aspect/mood marking, and only 3% have time adverbs.

The question then becomes: how is time indicated, inferred, or understood in
discourse? Here I will limit my analysis to narrative. The only mechanisms for
directly indicating time are lexical. One of the temporal adverbs, ojtxa ‘before, a
long time ago’ has the special function of introducing all narratives of the folktale
type. This adverb will always be used within the first few clauses of the story, and
signals the type of tale as well as situating it in the distant past. In this context it is
equivalent to ‘once upon a time’. In example (65) it appears in the first clause of a
folktale and in (66) it appears in the second clause of another story. '’

(65) Juun xjaal-e  ojtxa Luuch-g t-b’ii, (T1)
a person-B3sbefore Pedro-B3s A3s-name
‘Once upon a time there was a person named Pedro,’

(66)a. Chi-chi-tzan xjaal,
B3p-say-well person
‘The people tell’

b. tza'n @-o-kan-eet axi’n ojtxa. (T4)
how CPL.DEP-B3s-find-PAScorn  before
‘how corn was found once upon a time.’

Once the temporal context of a story has been established with ojtxa, that
context is maintained in succeeding clauses and in fact throughout the tale. In
general most clauses in the narrative that are marked for aspect use the incomple-
tive marker n-. For instance, after the introduction to a text about an orphan in
which the remote context is established, the first section begins with a nonverbal
predicate (67a), continues with two clauses in the incompletive (b, ¢), which are
then followed by a set of three clauses with nonverbal predicates (d, e, f), and then
the section ends with three more clauses in the incompletive (g, h, 1).

(67)a. Kye at-o jun meeb’a,
that EXIST-B3s a orphan
‘There was an orphan,’

10 The texts that are cited in this section are four folktales, for convenience identified as T1, T2,
T3, and T4, and a long conversation (T5).
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n-g-xi’ pasyaa’ra-1 t-uj tzii’ maar.
INC-B3s-go  spend.time-INF  A3s-RN:in A3s.RN:edge sea
‘who went to spend time at the edge of the sea.’

Entoonse n-g-xi’ t-ki-’n
then/so INC-B3s-DIR  A3s-see-DS
‘Then he saw’

at-o jun tal alemaj,
EXIST-B3s onesmall animal
‘that there was a small animal,’

per masaat-¢  t-b’ii,
but deer-B3s  A3s-name
‘called a deer,’

t-o-a’ t-uj Xjaaw.
EXIST-B3s-DISP  A3s-RN:in moon
‘that was in the moon.’

Entoons despwees n-o-ku’ t-pensaa’ra-n t-1’j,
then/so  then INC-B3s-DIR  A3s-think-DS A3s-RN:theme
‘So then he thought about it,’

entoons  n-g-xi’-tzan,
then/so  INC-B3s-go-well

‘so he went,’

n-g-xi’ uub’a-1 t-e t-ee, tal
INC-B3s-go  shoot.with.blowgun-INF A3s-RN:PAT A3s-RN:PAT small
masaat t-uj xjaaw. (T3)

deer A3s-RN:in moon.
‘he went to shoot it, the small deer in the moon.’

Clearly not all of the clauses marked with the incompletive refer to progres-
sive or habitual actions. The verb can refer to a durative action, as in (67g), but it
can also refer to a punctual action, as in (68), where a progressive interpretation is
not permitted and where the action is a one-time event and clearly not habitual.

N-g-x1’ ky-x00’-n xjaal squk’ t-1’ weech, (T4)
INC-B3s-DIR  A3p-throw-DS person louse A3s-RN:on fox
‘The people threw the louse on the fox,’
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What is in process is the narrative itself. The use of the incompletive in most
of a narrative (any kind of narrative, not just folktales) indicates that the narration
is developing little by little and is still progressing.

Another lexical mechanism that helps develop the narrative is the use of
conjunctions. Some, such as b’ix ‘and’ or per ‘but’, usually indicate overlapping,
simultaneous, or time irrelevant events, as in (69¢) and (d). The pot is boiling at
the same time that the protagonist is meeting the mule-drivers, and also at the
same time there isn’t any firewood or fire under it.

(69)a. At-o-tzan juun g’
EXIST-B3s-well one  day
‘Well, one day’

b. n-ch-ok nooj txqan aryeeral t-witz t-miij b’ee,
INC-B3p-DIR fill ~ group mule.driver A3s-RN:on A3s-middle road
‘he met a group of mule-drivers in the middle of the road,’

c. b’ix luu n-g-loga-n t-xaar
and DEM INC-B3s-boil-AP A3s-pot
‘and there his pot was boiling’

d. per nti’-g sit’ b’ix-mo q’aaq’ t-ij,
but  NEG-B3s firewood and-or fire  A3s-RN:for
‘but there wasn’t any firewood or fire for it,’

e. t-jon-aal-x xaaq n-g-loga-n weena. (T1)
A3s-one-ABST-alone pot  INC-B3s-boil-AP a.lot
‘the pot was boiling a lot by itself.’

Sequences of events are indicated by other conjunctions, such as despwees
‘then, after’ (70) and entoonsa ‘then, so’, or the enclitic —#zan ‘then, well’ (70, 71)
which functions exactly like the borrowed word entoonsa and is often adjoined to
it. It marks the continuation of a text when there is a change of topic or activity,
and indicates that the new activity follows after the previous activity. For in-
stance, in example (71) the narrator of this story shifts from talking about one of
the protagonists, Pedro, to talking about the others, the mule-drivers.

(70) Despwees nn-g-uul-tzan meeb’a  t-uk’a
then INC-B3s-come-well orphan  A3s-RN:with
meb’a-yi-1 t-ee, (T3)

orphan-VB-AGTV A3s-RN:PAT
‘Then the orphan came to his foster-parents,’
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(71)  In the preceding clauses, Pedro ties himself in a sack with the cord at his
head. Then:

N-chi tzaj-tzan yoqpaj aryeeral (T1)
INC-B3p DIR-then gather mule-driver
‘Then the mule-drivers gathered together’

However, there need not be an explicit marker for the sequencing of events.
Normally, if no indication to the contrary is given, an event in a clause is unders-
tood to temporally follow the event in the preceding clause. (72) contains a series
of clauses, all marked with the incompletive, in which part of the process of
building a piped water system is described; each action is understood to follow
after the preceding action.

(72)a. aa-tzan  n-@-Xxi’-tzan g-ii-'n junrooye mangeer,
DEM-well INC-B3s-DIR-well Alp-take/bring-DS a roll  hose
‘we took a roll of hose,’

b. n-o-ku’-x-tzan q-maqu-’n-a,
INC-B3s-DIR-DIR-well Alp-bury-DS-1pEXCL
‘(and then) we buried it,’

C. n-g-poon-tzan ch’iin a’, (T5)
INC-B3s-arrive.here-well a.little water
‘(and then) a little water arrived,’

There are times when the action in one clause does not follow that of the
previous clause. In these instances, the perfect marker, oo + -tag is used to show
that the expected order of events does not apply, as in (73) and (74).

(73)a. n-g-xi’ ky-x00-’kj t-uj a’,
INC-B3s-DIR  A3p-throw-RES  A3s-RN:in water
‘they went to throw it (the sack) in the water,’

b. b’ix oo-taq-pa-la o-jaa-tz Luuch t-uj saaka, (T1)
and  CPL-PERF-hasta-MIR B3s-go.up-DIR Pedro A3s-RN:in sack
‘and Pedro had gotten out of the sack,’ (before it was thrown in the water)

(74)a. nti’-e-tl ky-b’aq’ ky-witz,

NEG-B3s-other A3p-seed A3p-face
‘they didn’t have their eyes,’
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b. oo-taq  o-jaa-tz t-b’aq”  ky-witz t-u'n
CPL-PERF B3s-go.up-DIR A3s-seed A3p-face A3s-RN:AGT
xk’otk’aj witz (T2)
“eye.taker”
‘the eye-taker had taken out their eyes,” (by when they didn’t have them)

Furthermore, some clauses are marked to show that an event depends more
specifically on the occurrence of another event, in which instance a ‘when’ clause
is used. In (75) the speaker is saying that the action in the second clause depends
on completing the action in the first clause.

(75)a. Ok t-b’ant ky-kooj-a,
when:POT A3s-make A2p-mask-2p
‘When your masks are made,’

b. esta ween qo taan-x-tzan. (T2)
it.is good Blp sleep-always-well
‘we can sleep.’

Temporally dependent clauses usually do not take any aspect markers, as has
been seen. Another way to indicate that one action is temporally consequent on
another is by using the proximate aspect ma. By inserting ma into a section of
discourse that is otherwise marked by the incompletive n- or some other aspect,
the speaker shows that the event in the clause with ma is more proximate to the
events in another clause. For instance, in the segment in (76) the first clause is
marked with the incompletive n-, as is typical of narratives in process, but the
second is marked with the proximate ma, showing that what the protagonist found
in the third clause is consequent on her arrival in the second.

(76)a. nn-g-el tzoqpaj  Xpi’xhlo-l  kab’ t-iiyaj.
INC-B3s-DIR  escape Xpi’xhsee-INFtwo  A3s-seed
‘Xpi’xh went to look for some seeds.’

b. Ma-g-kaana-n  Xpi’xh,
PROX-B3s-find-AP Xpi’xh
‘(When) Xpi’xh arrived,’

c. ti noq ni mu’p-o-ta, (T4)
that only DIM  dust-B3s-3sEMPH
‘there was only a little dust,’

In narrations of stories, there are two contexts in which the narrative is inter-

rupted: for the insertion of quoted dialogue (stylistically required) or the insertion
of commentary by the narrator. In both of these situations the time frame shifts
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from that of the narrative in general to that of the presumed moment of speech in
the quote or the actual moment of speech in a commentary. Typically, aspect or
mood markers in their default temporal interpretations are used in these segments,
clearly setting them off from the narrative itself, which is mostly in the incomple-
tive. In example (77) the quote uses the potential in the first clause and the
imperative in the second. In (78) the first clause is marked with the proximate
aspect, as is the second, since they refer to the result of an event that had just
happened when the quoted segment was spoken.

(77)a. “Qa  o-x-el ky-laq’o-"n-a,
if  B3s-DIR-POT A2p-buy-DS-2p
¢ “If you want to buy it,’

b. o-ky-laq’0oo-n-x-a!” (T1)
B3s-A2p-buy-IMP-DIR-2p
‘buy it!””’

(78a. “Aj  ma-a’-l-pa tz-iky’ w-n-yaab’ t-1°j,
DEM PROX-EMPH-MIR-evenB3s-pass 1SEMPH-Als-illness A3s-RN:theme
¢ “Now I’'m bored with this,’

b. ma-a’-l-pa tz’-ok-b’aj  w-n-tzii’-ki-na,
PROX-EMPH-MIR-even B3s-DIR-finish 1SEMPH-A1s-mouth-?-AFF
‘even my beak has been used up,” ’ (T4)

In commentary by the narrator, aspect and mood markers other than the
incompletive are used where appropriate. In (79) the perfect is used in the first
clause and the completive in the following clauses, since the actions in the story
are in the past with respect to the moment of telling and commenting about it. In
(80) the commentary starts out with a potential marker (b) and continues in c)
with no aspect marking and d) with the incompletive to indicate a habitual action.

(79)a. b’ix aa-l-pa-la-jo oo-taq  o-ku’-x t-tetz’o-"'n
and DEM-?-until-MIR-DEM CPL-PERF B3s-DIR-DIR  A3s-insert-DS
Luuch t-uj-aj saaka

Pedro A3s-RN:in-DEM  sack
‘and that was because Pedro had put them in the sack,’

b. @-0-xi’ ky-x00-kj xjaal.

CPL.DEP-B3s-DIR A3p-throw-RES  person
‘that the people went to throw.’
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Nog-tzan e-i-jaw mees-j
only-well CPL.DEP-B3p-DIR surprise-PAS
‘Well, they were surprised’

b’ix  e-i-jaw 00q’ t-i’j ky-sagb’aaq. (T1)
and  CPL.DEP-B3p-DIR cry  A3s-RN:theme A3p-rope
‘and cried about their ropes.’

The people have spoken to the flea to convince it to follow the fox and
discover where it is getting corn. The flea has bargained for a little human
blood in payment. (T4)

Toons n-0-tzaaj,
then INC-B3s-come
‘Then he came,’

aax-tzan 0-x-el g-na-'n t-1’],
same.well B3s-DIR-POT  Alp-think-DS A3s-RN:theme
‘we will think the same,’

ax b’a’n ky-ky’aq chi-choo-n g-i’j,
also good A3p-flea B3p-eat-AP  Alp-RN:PAT
‘and the fleas eat us,’

nn-0-eel ch’in-ni q-chiky’-eel ky-u’n-jal.
INC-B3s-go.out  a.little-DIM  Alp-blood-ABST A3p-RN:AGT-CLS
‘they take a little of our blood.’

Finally, when an episode of a story or the whole story ends, the narrator
usually marks the end by switching back into some aspect other than incomple-
tive. Sometimes a simple ending phrase that is marked with the completive is
used, as in (81). At other times the ends of stories may have complex conclusions,
but there will always be a clause marked with a non-incompletive aspect (82, 83).

(81)

(82)a.

b’ala ax 0-g-b’ant iky-jo, (T1)
maybe the.same CPL-B3s-do like.this-DEM
‘maybe it happened like that,’

Aa-g-tzan jun kol-jo

DEM-B3s-well a theme-DEM
‘Well, this is a theme’
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b. ma-a’ o-txi n-kaa’we-n-a. (T2)
PROX-EMPH B3s-DIR  Als-reason-DS-1s
‘that I just narrated.’

(83)a. o’kx-san @-teen-jo
only-well B3s-be-DEM
‘only this’

b. o-x-el n-q’ama-’'n-a. (T3)
B3s-DIR-POT Als-say-DS-1s
‘is what [ will say.’

6. Conclusions

To summarize, Mam marks aspect and mood on verbs and in part through predi-
cate negatives and temporal subordinators. A distinction is made between irrealis,
which includes potential and imperative, and realis, covering completive, incom-
pletive, and proximate. Time is inferred from aspect, unless it is indicated directly
by time adverbs, which are, however, not very frequent. The default temporal
inferences are future with the potential, present progressive with the incompletive,
recent past with the proximate, and ordinary or remote past with the completive
marker. Temporal overlap or simultaneity is shown by the use of conjunctions,
especially b’ix ‘and’, and temporal sequencing is shown by other conjunctions,
including despwees ‘after, then’, entoonsa ‘then’, and —tzan ‘then, well’. The
proximate aspect ma also indicates a temporal connection between two clauses,
where the second clause is consequent on the action in the first clause, marked
with ma. The perfect ootaq marks temporal inversion. Clauses that are unmarked
or only marked with the incompletive n- are interpreted in linear order; the action
in each follows the action in the preceding clause.

Whenever the temporal context is established through a direct marker such as
an adverb or the default interpretation of an aspect marker, that context holds over
a number of clauses, until it is changed by some other specific marker. In stories,
the remote past that is established in the opening lines holds for the entire story
and may never need to be reestablished. Narratives of any sort typically use the
incompletive after the temporal context is established at the beginning, interrupt-
ing it only as necessary to establish more local temporal dependencies. Mam has
plenty of resources to establish and maintain temporal context, without tense.
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Towards a Substantively Biased Theory of Learning

SARA FINLEY and WILLIAM BADECKER
Johns Hopkins University

0. Introduction

There has recently been much debate concerning the nature of representations of
phonological objects, particularly with regard to the role of abstract phonological
constructs such as features and natural classes. This debate has extended to
include differing notions about how phonological knowledge is learned and
represented in the mind. The goal of this paper is to provide evidence for the
psychological reality of abstract representations, including distinctive features.
We argue for a theory of substantively biased learning in which learners are
biased towards phonological patterns that are abstract, general, and correlate to
cross-linguistic tendencies.

We review how the poverty of the stimulus paradigm for artificial grammar
learning can be used to reveal that knowledge of vowel feature dependencies
(height and tenseness) can lead to substantive biases about the level of generality
in rule formation. This paper provides further data that substantive biases are
abstract, and derived from constraints on the inventory of phonological segments.

This paper proceeds as follows. Section 1 provides background on the nature
of vowel harmony and the type of substantive biases that are likely to form in
vowel harmony systems. Section 2 discusses substantive biases in greater detail,
including how it is possible to tap into the adult learner’s biases. Section 3 de-
scribes the (Artificial Grammar) POVERTY OF THE STIMULUS PARADIGM, and the
results of an experiment on height harmony. Section 4 presents and discusses the
results of an experiment testing for generalization to novel suffixes in vowel
harmony. Section 5 concludes with prospects for future experiments.

1. Vowel Harmony

Vowel harmony is a process whereby adjacent vowels are compelled to share the
same value of a particular feature. There are several types of vowel harmony,
each involving different features: height (Menomini (Cole and Trigo 1988)), back,
round (Turkish (Kaun 2004)), tense/ATR (Lango (Archangeli and Pulleyblank
1994, Smolensky 2006)). Most harmony systems involve a single feature, howev-
er, there are some systems that involve multiple features, where one feature is
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dependent on the presence of some other feature. For example, round harmony in
Turkish applies only to high vowels. In Yalwelmani, round harmony applies only
if the vowels already agree in height. In Menomini, height harmony is conditioned
by tenseness; only tense vowels undergo harmony (Cole and Trigo 1988). This
type of feature dependency in harmony is referred to as parasitic harmony, and it
is not arbitrary. The features that can be parasitic on one another can only be
features that are dependent on some dimension. For example, height and rounding
are phonetically correlated such that the higher the vowel, the more likely it is to
be round. Height and ATR are also phonetically correlated; low vowels are
preferably lax ([-ATR]), and high vowels are preferably tense ([+ATR]). Phonetic
correlations of features lead to markedness effects (Archangeli and Pulleyblank
1994) that in turn create restrictions in vowel harmony. The correlation of height
and ATR produces parasitic harmony. In some languages with both tense and lax
vowels, height/raising harmony applies only to tense vowels. Further, features
that share little phonetic dependence, such as height and backness, do not interact
parasitically in harmony systems. In the next section we provide some detail as to
how these facts can manifest themselves as substantive biases in the learner.

2. Substantive Biases

Constraints on the typology of vowel harmony raise the question of whether or
not the substance that forms these constraints is psychologically real. Following
Wilson (2006), we define substance as “the system of categories that figure into
the mental representation of linguistic knowledge” (945). This includes abstract
representations that are used to describe phonological processes such as distinc-
tive features, natural classes, as well as the basic vocabulary for describing
phonological units: the syllable, prosodic word, stress, consonant, and vowel.
Substance also refers to the psychological instantiation of theoretical notions that
may be specific to a particular phonological framework, such as constraints in
Optimality Theory (Prince and Smolensky 1993/2004).

Substantive biases guide learners towards phonological processes that con-
form to the substantive knowledge of the learner, acting as a prior on learning; the
learner forms hypotheses about the training data based on knowledge of what
phonological processes should look like. If language learners have knowledge of
features and natural classes, they will be biased to posit rules that make use of
these features and natural classes. Further, if learners have knowledge about what
makes a proper grammatical process, then they should be biased towards learning
natural phonological processes.

2.1.  Testing for Substantive Biases

Substantive biases are but one way to explain linguistic universals. An alternative
account is offered in Evolutionary Phonology (Blevins 2004). According to
Evolutionary Phonology, there is no need to posit independent knowledge of the
constraints that govern cross-linguistic typology. As languages are learned, ease
of articulation and misperception guide the learner. Because languages evolve by
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universal constraints on misperception, languages evolve in very similar ways,
and what looks like universal grammatical knowledge is actually epiphenomenal.
Since language can be described in terms of misperception at the learning stage, it
is redundant to assume that abstract representations of language are encoded in
the minds of language learners.

One fruitful source of evidence for substantive biases in learning is the
artificial grammar learning paradigm. In this paradigm, participants are exposed
to a single morphophonological process of a novel language. This paradigm is
efficient because it can be used to test a variety of hypotheses involving learning
biases. For example, Wilson (2006) tested for substantive biases by training
participants on a language game involving velar palatalization (e.g., [ki] = [tSi]).
Half of the participants were exposed to high vowels only ([i]), and the other half
of the participants were exposed to mid vowels only ([e]). Cross-linguistically,
velar palatalization participates in an implicational relationship: if mid vowels
trigger palatalization, then high vowels must also trigger palatalization, but not
vice versa. If language learners have knowledge of this universal implication, then
exposure to mid vowels should lead to generalization to high vowels, but expo-
sure to high vowels need not lead to generalization to mid vowels. This is precise-
ly what happened in Wilson’s experiments— learners generalized to high vowels
but not mid vowels. This result provides evidence that learners have substantive
knowledge of perceptual and articulatory constraints even if their native language
does not provide them with specific knowledge of the phonological rule that the
constraints govern.

The asymmetric generalization found in Wilson’s experiments supports the
hypothesis that learners are biased towards perceptually natural processes. The
fact that learners appear to be biased towards learning natural rules does not entail
the inability to learn unnatural rules. However, the naturalness bias does suggest
that the more a rule conforms to substantive knowledge, the easier it will be to
learn. Conversely, the more a rule deviates from substantive biases, the more
difficult that process will be to learn. Partial evidence for this can be found in
Pycha et al.’s (2003) experiments in which a vowel harmony alternation was
taught to three sets of participants. One group learned a phonologically natural
pattern: vowel harmony. A second group was exposed to a phonetically natural
but phonologically less natural pattern of disharmony, and a third group was
exposed to a completely arbitrary morphophonological pattern. Evidence of
learning was found in the phonologically and phonetically natural conditions, but
there was no evidence of learning in the arbitrary condition. This supports the
substantively biased learning hypothesis because the pattern that least resembled a
well-formed grammatical process was the process that learners had the most
difficulty learning.

The results of experiments testing directly for naturalness effects point in
favor of substantive biases; no experiment has shown a bias towards learning an
unnatural pattern over learning a natural pattern. However, because of difficulties
in interpreting null results, a more promising source of evidence for biases can be
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found in tests for generalization to novel forms (Wilson 2006). Testing for
generalization allows the researcher to make inferences about what hypotheses the
learner has made. If the substantively biased learning hypothesis is correct,
generalization to novel forms should reflect that fact.

The poverty of the stimulus paradigm (Wilson 2006) tests for substantive
biases by specifically impoverishing the training set, and then testing learners on a
novel, more enriched data set. The paradigm has the same logic as artificial
grammar learning experiments that explore natural versus unnatural patterns. The
difference is that in the poverty of the stimulus paradigm, the training in each
condition is equally natural, but the predictions about generalization to novel
forms may be different. In one condition, substantive biases may predict generali-
zation to novel forms; in the other condition, substantive biases may predict no
generalization to novel forms.

While the term ‘poverty of the stimulus’ is typically made in reference to
arguments for nativist learning mechanisms, the poverty of the stimulus method
for testing for substantive biases is compatible with both nativist and non-nativist
accounts of learning. These biases could be learned or reflect innate constraints;
in no way does the substantively biased hypothesis entail that these biases are
present from birth.

In the next section, we describe how the poverty of the stimulus paradigm can
be used to test for substantive biases in vowel harmony, particularly for biases
based on feature dependence.

3. The Poverty of the Stimulus Paradigm and Height Harmony

As mentioned in Section 2, feature dependence can lead to cross-linguistic
typologies of parasitic vowel harmony. Height harmony can be parasitic on ATR
because these features are phonetically correlated, but because height and
backness are not phonetically correlated, height harmony systems are much less
likely to be parasitic on backness. If language learners have knowledge of feature
dependencies between height and ATR, then this should be reflected in their
generalizations to novel segments in an artificial grammar learning setting.

Finley and Badecker (2007) tested exactly this question. They trained partici-
pants on a height harmony rule that was either conditioned by tense vowels or
conditioned by front vowels. In the Lax Hold-Out condition, participants were
trained using only tense vowels ([i, u, e, o], e.g., [pigu, pigumi], [bego, begome])).
After training, these participants were given a forced choice test that compared
Old Items (items that were exactly what were given in training (e.g., [begome]),
New Stem Items (items that contained the same vowels heard at training, but were
not heard in training (e.g., [godeme]), and New Vowel Items (items that contained
vowels not heard in training (e.g., [gldImi]). The novel vowel items contained lax
vowels ([I, E]) that were not heard at training. If participants who were exposed
only to tense vowels hypothesize a general height harmony rule, they should
extend the pattern to these lax vowels. However, if participants make use of their
knowledge that height and tenseness are dependent features, they may posit a
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parasitic harmony rule in which only tense vowels undergo height harmony. If
this is the case, they will not generalize to lax vowels. In the Back Hold-Out
condition, participants were exposed to the same stem-suffix alternation as in the
Lax Hold-Out condition. The difference is that these participants only heard front
vowels, ([I, E, 1, e]). If participants make use of their knowledge that phonologi-
cal processes tend to be general, and that height and back are not co-dependent
features, then learners should posit a general height harmony rule, and extend the
harmony pattern to novel vowels ([u, 0]).

Results indicated exactly that; participants extended the harmony pattern to
back vowels but not to lax vowels. This supports the substantively biased learning
hypothesis because knowledge of feature dependencies allowed learners to make
differentiating hypothesis about the specificity of the height harmony rule that
they were exposed to. Interestingly, generalization to one set of vowels over
another cannot be explained in terms of acoustic distance to exemplars. The back
vowels [u, o] that participants were able to generalize to are acoustically far from
the training set vowels [i, €], whereas the lax vowels [I, E] that participants failed
to generalize to are acoustically close to the training set vowels [i, e]. If generali-
zation were based on acoustic distance, then the opposite pattern would be
expected.

The interpretation of these results relies on the assumption that substantively-
biased learning is general. If learning were specific (e.g., segment-based), then
one should expect no generalization to novel segments when features were not
dependent. The next section provides further support for the assumption that
learners form generalizations through substantive biases. We present data from a
new experiment that further supports the hypothesis that learning is both general
and abstract.

4. Generalization to Novel Suffixes

The substantively biased learning hypothesis states that learners have access to
knowledge about features, as well as more abstract linguistic principles, such as
the fact that phonological processes tend to be general, applying to a wide variety
of morphemes. If this is an accurate characterization of the knowledge that is
brought to learning, then learners in the poverty of the stimulus paradigm should
be able to generalize beyond the initial phonological process they are exposed to.
In the vowel harmony experiments of Finley and Badecker (2007), participants
were exposed to stem and stem + suffix alternations, with just one suffix exem-
plar (e.g., in the height harmony experiment discussed above, participants were
exposed to the alternation of [-mi]/[-me]). If learners are able to form abstract
vowel harmony rules from a single suffix alternation, they should be able to
generalize to novel suffixes. In the present experiment, participants are exposed to
a round harmony rule with a single suffix alternation, and are then tested on their
generalization to a suffix with a novel vowel (e.g., from [-mi]/[-mu] to

[-gel/[-go)).
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An alternative grammatical interpretation of the result that learners form hy-
potheses for phonological processes in line with typological predictions (Finley
and Badecker 2007; Wilson 2006) is that learners have direct knowledge of
typlogical frequencies (e.g., in the form of statistical probablilities for rankings of
particular constraints in an optimality theoretic grammar). Because the factors that
lead to typological distributions (articulatory ease, perceptibility, learnability, etc.)
are so tightly linked to typological frequencies themselves, it is possible that
learners actually encode the probabilities of relative typological frequencies.

In the present experiment, it is possible to differentiate between these two
grammatical hypotheses. High vowels are probabilistically better targets for round
harmony than mid vowels. If this typological information is directly encoded in
substantive biases, then language learners should generalize to high vowel suffix-
es, but not to mid vowel suffixes. However, the typological generalization that
high vowels are better targets for round harmony is based on the fact that lan-
guages are more likely to have high round vowels in their vowel inventory than
mid round vowels (Kaun 2004). If biases are derived from substantive constraints,
such as the segmental inventory of the language, then language learners should
generalize to both mid and high vowel suffixes, as long as the inventory contains
both high and mid round vowels. In this experiment, all participants are trained
with stems that contain both mid and high round vowels. When participants are
exposed to mid vowel suffixes for the first time, they should already know that
mid round vowels are allowed in the inventory of the novel language, and should
have no restriction on whether mid vowels participate.

If substantive biases are based on inventory constraints, then participants
should generalize to both high and mid vowel suffixes. Alternatively, if biases are
based on knowledge of typological frequencies, then we should expect learners to
behave differently in the two target hold-out conditions. In particular, they should
generalize to novel high vowel suffixes, but not to novel mid vowel suffixes. In
this experiment, we test substantive biases towards high targets to round harmony.
Participants are exposed to round harmony where both mid and high vowel stems
trigger harmony to either a high vowel suffix or a mid vowel suffix. Participants
are then tested on their generalization to novel suffix vowels, either high or mid,
depending on their training.

4.1. Method

4.1.1. Participants

All participants were adult native English speakers with no knowledge of a vowel
harmony language and did not participate in previous harmony experiments.
Sixty-one Johns Hopkins undergraduate students participated for extra course
credit. Participants were randomly assigned to one of three training groups: a
Control group containing mixed harmony stems, a High Vowel Suffix condition
and Mid Vowel Suffix condition. Final analyses included 20 participants in each
group. All participants were screened based on a perceptual (AXB) task. Those
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participants scoring less than 75 percent on this task were removed from the study.
This occurred for one participant.

4.1.2. Design

The experiment consisted of a training phase followed immediately by a forced-
choice test. All phases of the experiment were presented using PsyScope (Cohen
et al. 1993). The training consisted of 24 pairs of stems and stem plus suffix items
in the experimental conditions (High and Mid Suffix Hold-Out conditions).
Examples are provided in Table 1 below. The Control condition (mixed harmony
stems) had 48 stems (this was double the number of stems so that Control training
could consist of stems in the Mid and Low Hold-Out conditions, as well as
disharmonic stems). Participants heard each stem-suffix pair five times, in one of
two randomized orders. Training was followed by a 36-item forced-choice test.
One item was harmonic (e.g., [bigimi]), while the other was disharmonic (e.g.,
[bigimu]). Each test item was from one of three conditions: Old Stems, New
Stems, or New Suffix. The Old Stems condition contained items that appeared in
training. New Stems items did not appear in training, but were drawn from the
same vowel and consonant inventory as the training items. New Suffix test items
consisted of an old stem suffixed with both a vowel and a consonant that did not
appear in the training suffix.

(1) Table 1: Stimulus Design and Examples

Training Suffix | Novel Suffix Training Examples
Mid Hold-Out | [-mi]/[-mu] [-ge]/[-go] [bodo-bodomu]
[-gi]/[-gu] [-me]/[-mo] [bodo-bodogu]
High Hold Out | [-ge]/[-go] [-mi]/[-mu] [bodo-bodoge]
[-me]/[-mo] [-gi]/[-gu] [bodo-bodogu]
Control X [-gi]/[-gu], [bodo, bido]
[-me]/[-mo]
X [-mi]/[-mu], [bodo, bido]
[-gel/[-go]

In the present experiment participants were randomly assigned to one of three
conditions: Control, Mid Suffix Hold-Out and High Suffix Hold-Out. In the
Control condition, participants were exposed to 24 harmonic and 24 disharmonic
two-syllable stems. In the Mid and High Hold-Out conditions, all stems con-
tained the same vowel (e.g., [budo], [pimi], etc.). This eliminated the potential
confound that learners might generalize to novel suffixes in both hold-out condi-
tions if stem vowels contain evidence of spreading to both mid and high vowels
(e.g., [budo] has left to right spreading of high to mid and [bodu] has left to right
spreading of mid to high). Participants in each hold-out condition were exposed to
one training suffix, and were asked to generalize to one novel suffix. The novel
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suffix always contained a different vowel, and a different consonant than the
training suffix. For example, if a participant was trained with a [-mi]/[-mu]
alternation, they were tested on the [-ge]/[-go] alternation, and vice versa. Partici-
pants trained on [-gi]/[-gu] were tested on [-me]/[-mo], and vice versa. The suffix
consonant was varied to ensure that generalization to novel suffixes did not
depend on similarity to the training suffix (i.e., had the same consonant). Training
was counterbalanced such that half of the participants in each condition received a
suffix vowel with the bilabial nasal [m] ([-mi]/[-mu] or [-me]/[-mo]) and the other
half were trained using suffix involving a velar stop [g] ([-gi]/[-gu] or [-ge]/[-go]).
Participants in the Control condition were also counterbalanced to receive test
items including [-me]/[-mo] and [-gi]/[-gu], or test items using the suffixes
[-mi]/[-mu] and [-ge][-go].

The experiment finished with an AXB perception task as in Finley and
Badecker (2007). This task required participants to identify which of two single-
syllable words contained the same vowel as the medial vowel. For example, if
participants heard [bi, gi, du], the correct answer would be that the first syllable
[di] contains a vowel identical to the vowel in the second syllable [gi].

4.1.3. Stimuli

All stimuli were recorded in a sound proof booth at 22,000kHz by a male speaker
of American English with basic phonetic training and no knowledge of the
experimental design. The intensity for all stimuli was scaled to 70dB. Sound
editing was done using Praat (Boersma and Weenkin 2005). All stimuli contained
segments drawn from the consonant and vowel inventories: [p, b, t, d, k, g, m, n]
and [i, u, e, o].

Suffixed stimuli were created by splicing a pseudo-suffixed form with a cen-
tral vowel (["] (stem + [m’]; e.g., [badam’])) and a spliced portion of a suffixed
form of a central stem [-mi]/[-mu], [-gi][-gu], [-me]/[-mo] or [-ge]/[-go]. For
example, the form [dekemi] was created by crossing the stem portion of [dekem”]
with the suffix portion of [d’k’mi]. This assured that the stimuli in the test condi-
tion, which contained both harmonic and disharmonic forms, had identical stem
portions, and differed only by the suffix. This ensured that selection of the suf-
fixed form was due to the suffix itself and not to an idiosyncrasy in the stem. The
F1 and F2 values for each stem vowel were measured to ensure that proper the
acoustic correlates were present.

Two different consonantal skeletons were made for each vowel pair for a total
of 24 training words. Consonant skeletons were constructed so that each of the
eight consonants ([p, b, t, d, k, g, m, n]) occurred in word initial position three
times and word-medial position three times. Vowel pairs were assigned to conso-
nant skeletons randomly with the condition that any word too closely resembling
an English word was avoided. Consonant skeletons were created in the same
manner as the training for New Stems and New Suffix test conditions. Examples
of stimuli used in the experiment are given in Table 1, above.
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4.1.4. Procedure

All participants were given written and verbal instructions. They were told that
they would be listening to a language they had never heard before, and that they
would later be asked about the language, but they need not try to memorize any
forms they heard. Participants heard all stimuli over headphones. When training
was complete, a new set of instructions appeared on the monitor. Participants
were told that they would hear two words, one of which was from that language
they just heard, and their task was to identify which word belonged to the lan-
guage. Participants were told to respond as quickly and accurately as possible, and
to make their responses after hearing both items. Participants were given a
debriefing statement upon completion of the experiment (which took approxi-
mately 15 minutes). Although we did not probe participants as to whether they
noticed the purpose of the experiment or obtained explicit knowledge of the
phonological process, pilot subjects reported that they remained unaware of the
purpose of the experiment, and had no explicit knowledge of the phonological
rule. Participants were given a short break before beginning the AXB task after
testing.

4.2. Results
Percent of harmonic responses were recorded for each subject for each of the
training conditions. The mean responses for each test condition are presented in
Figure 1, below.

(2) Figure 1: Percent of Harmonic Responses by Hold-Out Condition
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Participants in each of the training conditions were compared to participants
in the Control condition via a separate mixed design two-factor analysis of
variance (ANOVA) with alpha set at p = 0.05. The between-subjects factor was
Training, with two levels in each ANOVA: the Control group and each Hold-Out
condition. Test Items (Old Stems, New Stems, New Suffix) was a within-subjects
factor nested under the between-subjects factor Training. All conditions involved
between-item comparisons. 95% confidence intervals (CI) are presented for each
condition (Masson and Loftus 2003).

For the ANOVA comparing Controls to the High Hold-Out condition, there
was a significant effect of Training (F(1, 38) = 652.70; p< 0.001), in that partici-
pants in the High Hold-Out condition (mean = 70.56, CI = £11.80) were more
likely to choose the harmonic option than participants in the Control condition
(mean = 47.63, CI = £ 4.63). There was no effect of Test Item (F(2, 38) =2.41; p
> (.05), and no interaction between these factors (F(2, 76) = 1.36; p >0.05).

For the ANOVA comparing Controls to Mid Hold-Out, there was a significant
effect of Training (F(1, 38) = 19.01; p < 0.001); participants in the Mid Hold-Out
condition (mean = 74.03, CI = £ 8.50) were more likely to choose the harmonic
candidate than participants in the Control condition. There was no effect of Test
Item (F(2, 38) = 2.53; p > 0.05) and no interaction (F < 1).

For the ANOVA comparing High Hold-Out to Mid Hold-Out, there were no
effects for Training (F < 1), and no interaction (F < 1). There was an effect of Test
Item (F(2, 38) = 8.45; p < 0.001).

To assess generalization to novel suffixes, a t-test was performed comparing
the New Suffix condition of the Control condition to the New Suffix condition for
each training condition. There was a significant difference between New Suffix
test items and Controls for the High Hold-Out condition (t = 3.46; p < 0.01) as
well as the Mid Hold-Out condition (t = 3.31; p < 0.001) in that participants were
more likely to select the harmonic choice for New Suffix test items compared to
Controls.

4.3. Discussion

Participants appear to have learned a general, robust round harmony rule, and
were able to extend this rule to novel suffixes. These results provide evidence that
learners form abstract, general hypotheses about the phonological processes that
they are exposed to.

Participants generalized to both mid vowel and high vowel suffixes, indicating
that learning is sensitive to inventory constraints, rather than a more direct encod-
ing of typological frequencies (e.g., listings of probabilities of particular con-
straint rankings). This result leaves open the possibility that at least some portion
of substantive biases are acquired rather than innately specified (and vice versa).
The finding that language learners are not always sensitive to cross-linguistic
frequencies of patterns has important implications for phonological theory. In
particular, they suggest that a psychologically real theory of phonology need not
directly encode typological frequencies in the grammar (e.g., in the form of
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probability of specific constraint rankings). Rather, these frequencies can be
derived from other substantive facts such as inventory constraints and perceptibil-

1ty.

5. Conclusion

The results of the experiment presented in this paper, along with the results of
previous experiments (Finley and Badecker 2007; Wilson 2006) support a sub-
stantively biased theory of learning. In this theory, learners are biased to form
rules that are abstract, general and conform to typological generalizations. Learn-
ers are sensitive to inventory constraints, phonetic and phonological markedness
as well as feature dependencies. They are also biased towards forming abstract
rules, which are general and rely on feature-based representations.

What exactly is contained in substantive biases is still largely undiscovered.
More research is needed to determine the precise nature of grammatical
knowledge. Our future research will further investigate how typological predic-
tions made by Optimality Theory (Prince and Smolensky 1993/2004) for vowel
harmony manifest themselves in artificial grammar learning. Such issues include
dominance and directionality in vowel harmony.
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Interpreting Intra-Regional Southern Vowel Distinctions

VALERIE FRIDLAND
University of Nevada, Reno

Recognizing that linguistically and socially meaningful speech is formed
within locally defined and constructed communities, recent research has high-
lighted the importance of pushing beyond descriptive accounts of local speech to
a fuller understanding of the perceptions and attitudes behind speakers' linguistic
realizations. Gaining insight into fundamental questions involving the origin,
diffusion and meaning of sound changes requires integrating examination of what
speakers do productively, what they hear perceptually and what they believe
attitudinally.

Many studies have sought to record or examine the types of phonological,
morpho-syntactic and lexical differences that separate Southern dialects from
others nationally, resulting in a number of very good descriptive studies about the
features used in various Southern locales. Still, research on such varieties and
their speakers is only beginning to examine how complex ideological positioning
regionally interacts with and determines the use of non-standard Southern fea-
tures. Rarely have studies synthesized descriptive work with perception studies
and attitudinal surveys drawn simultaneously from the same population to provide
a more comprehensive look at language use and language choices.

Adding more layers of complexity to our understanding of speech in the
modern South is the fact that many Southern dialects are currently being affected
by a series of vowel shifts known collectively as the Southern Vowel Shift, or
SVS. In this shift, often characterized as a chain shift, the long tense front vowels
lower and centralize, while the short lax front vowels raise and peripheralize. This
‘reversal’ so to speak results in a system that is acoustically very different from
that found elsewhere in the U.S., leading to discussion about growing divergence
across U.S. regional vowel systems. However, there is also another set of vowel
shifts affecting vowels in the South in which the high back vowels are fronting
acoustically, or being realized farther forward in the mouth. These changes,
though, are not unique to the South and are in fact found in every major U.S.
dialect region. Thus, vowels may not be leading us as far apart regionally as we
might at first believe. What has become clear is that speech in the modern South
is changing in ways that both bring it closer to and further away from speech
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elsewhere in the U.S. This begs the question of how such changes might reflect
ideological shifts in Southern and national self-identification.

My work in Memphis, Tennessee over the past seven years attempted to
examine the nature of speech in that region, both productively in terms of the
actual acoustic position of the Southern vowel system and perceptually, in terms
of how local speakers view these regional differences, particularly in terms of
competence and solidarity measures. This paper attempts to characterize some
elements from this work that bear on what life-long Southerners living in Mem-
phis, TN believe about their own speech and that spoken around them and how
they reconcile their competing membership in both local and larger speech
communities.

Production samples taken in the late 1990s established that Memphians did
indeed show evidence of a number of aspects of the Southern Vowel Shift
(Fridland 2001, 2006). While the high front vowels did not show a true reversal of
the tense and lax tokens, they were often overlapping and well defined in acoustic
space. The mid front vowels, on the other hand, were completely reversed acous-
tically in almost every speaker, Black and White, analyzed from the Memphis
area. Similarly, all speakers showed extensive fronting of the high back vowel
classes, suggesting that back vowel fronting was quite active in local speech.

If, as it appears to be, Southern speech is being affected by specifically local
(Southern) shifts AND at the same time non-localized global shifts such as back
vowel fronting, a natural question, it would seem, is what role are these changes
serving for Memphians? Are they serving a sociolinguistic or purely linguistic
purpose? Since back vowel fronting is so widespread, found not only among
most American dialects but in many other languages as well and seems to be
accounted for by fairly uniform and natural processes (drift), it seems an unlikely
candidate for social marking. Changes to the front vowels, on the other hand, are
much more localized, with the different U.S. regions showing strikingly different
acoustic positioning for these vowels. Thus, my research attempted to explore
whether speakers perceived these shifts positively or negatively and whether these
impressions changed depending on the nature of shift involved, namely local or
global.

Using vowel tokens synthesized to show various degrees of Southern shifting
for the front vowels and various degrees of fronting for the back vowels, a two-
part perception test was designed to probe these questions (Fridland, Bartlett and
Kreuz 2004, 2005). In one part of the study, participants were asked to rate vowel
tokens (played individually in monosyllabic word contexts) on scales from 1-3
measuring the perceived level of education and pleasantness of the speaker. In
general, listeners rated more Southern shifted tokens less educated and less
pleasant than tokens which had not been shifted toward Southern norms, as
indicated in Table 1 below.
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Table 1: Education and pleasantness mean ratings by vowel sub-system
(Front vowels vs. back vowels) on a 1 (worst) - 3 (best) scale.

Education Pleasantness
SVS shifted Front vowels 1.67 1.72
Non-Shifted Front vowels 1.86 1.77
Fronted Back vowels 2.11 1.89
Non-fronted Back vowels 2.14 1.99

In terms of whether listeners showed any differences in awareness of local
shifts compared to global shifts, Memphians found that SVS shifted front vowels
were less educated and less pleasant sounding than fronted or non-fronted back
vowels. While this could suggest that it is not local shifts that are salient on such
scales, but global shifts which socially are more highly regarded, this is an
unlikely interpretation. In another part of the study asking the same participants to
pick out the most ‘Southern’ sounding vowels when played two tokens synthe-
sized for different degrees of shift, back vowel shift differences were not very
salient as Southern markers, with most participants scoring around chance when
selecting between fronted and non-fronted back vowel tokens. However, they
were much better at recognizing Southern shifted front vowels as more ‘Southern’
sounding. Thus, it is the Southern shifted front vowels, not the fronted (or periph-
eral) back vowels that apparently are being noticed by participants as more
familiar in terms of local speech. Thus, since shifted front vowels are more salient
to listeners in this regard, it is likely it is this ‘Southern association’ which is
pulling down competence and solidarity ratings for Southern shifted front vowel
tokens, not any prestige associated with back vowels more generally. Instead,
back vowel fronting seems to have crept into the Southern vowel system essen-
tially unnoticed and unmarked for localness, education or pleasantness scales.
Front vowels, on the other hand clearly are recognized as local variants. This
Southern uniqueness subsequently seems to create a negative context within
which these variants are viewed on education and pleasantness. Variants recog-
nized as more Southern are perceived as less educated and less pleasant than those
without Southern associations.

Such linguistic insecurity, perhaps, is not unusual among groups whose
varieties have long been the subject of extreme comment and ridicule. But, the
fact is that Southern speakers continue to use these variants in their speech and
clearly see these variants as locally identifying. However, this type of task specit-
ically drew speakers’ attention to specific linguistic items rather than their more
general perceptions of local speech. So, in some way, Memphians’ broader
sociolinguistic identity must be mediated by intra-Southern affiliations and local
pride, which outweigh some of the negative beliefs they hold about their own
speech.
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This lead to the question of what types of folk linguistic beliefs surround
Southerners and how these stereotypes have become part of their own discourse.
Unfortunately, you do not need to look very hard to discover the kinds of images
that are routinely drawn about the South, nor is it surprising that such portrayals
are notorious within the Tennessee or larger Southern community. In fact, an
article in a Tennessee based newspaper, The Tennessean, ran with the headline
“Southern stereotypes prove tough to shed: Region's past is sometimes all that rest
of nation sees (Tennessean.com 1/2/2002)”. The text discusses the common and
endearing images of the South as backward, ignorant and racist, particularly by
those living outside the region.

How are such negative portrayals of the South deflected by those who live
there? Clearly, negative stereotypes about the inhabitants of the South abound and
locals are certainly not impervious to these images. What is particularly interest-
ing though are the different tactics Southerners use to try and fight these unflatter-
ing representations. In several cases, locals tried to point out the positive attributes
of their states or attempted to provide facts about their community that disputed
those more widely believed. In other words, they try to defend themselves in the
face of these stereotypes by disputing that they carry any widespread validity.
More interesting, though, was the second strategy that was often adopted, that of
redirecting the negative stereotypes to other areas of the South that they see as
responsible for the images. Both approaches are exemplified in the following
quote from Mark Potok, director of the Southern Poverty Law Centers Intelli-
gence project, which appeared in an online article:

"People think that the Klan and white supremacist groups in general are Southern arti-
facts, but that simply is not the truth....We see as many hate groups, and certainly as
many hate crimes, in Northern and even coastal states." But even Mr. Potok couldn't help
taking a fun jab at Mississippi: "Over here in Alabama, we say, 'Thank God for
Mississippi' or else we'd be last in everything (Bookerrising.com 2006)."

Similarly, in the article cited above that ran in The Tennessean, Mississippi is
mentioned several times as a state that has a particularly bad rap in a quote
appearing from local author John Egerton:

“A movie like Mississippi Burning sticks in people's minds....The FBI was virtuous and
the law enforcement of Mississippi were evil...There's enough truth in all of that to con-
vince some people that everybody must be that way (Tennessean.com 1/2/2002)."

Further shedding light on the question of how modern Southerners view
themselves are the results of a study performed by University of North Carolina
sociologist Larry Griffin (2003) which suggested that fewer and fewer Southern-
ers self-identify as Southern. In his research based on poll data, Griffin found that
Southerners from every ethnic, gender and age group were less likely to self-
identify as Southerners than they were a decade before. He attributes this decline
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to two predominant factors: one, the core ‘Southern identifying’ constituency of
the South is being dispersed due to migration and increased national rather than
local identity and two, the images associated with being Southern are less posi-
tively perceived than in years past while national consciousness is being height-
ened due to the threat of terrorism and war. Similarly, research by Reed et al.
(1990) comparing the number of entries for ‘Southern’ vs. ‘American’ named
businesses in the South as reported in the local yellow pages showed a similar
attrition. In peripheral areas of the South, this ratio has shown a declining number
of ‘Southern’ identifying listings with a corresponding increase in ‘American’ or
‘National’ listings. Like Griffin, the authors believe these results suggest greater
national identification at the expense of local Southern identification.

My research question was how this competing local and national identity is
reconciled for Memphians when evaluating the speech around them on correct-
ness and pleasantness scales. To approach this question, Memphians were given
the folk dialectology task designed by Dennis Preston (1986, 1989, 1993) in
which they were asked to rate speech in all fifty states on correctness, pleasant-
ness and degree of difference scales. While regional contrasts are widely dis-
cussed in such folk dialectology work, intra-regional ratings are not as often
explored. This aspect of the research, therefore, was primarily interested in
examining how Memphians viewed themselves linguistically compared to other
states within their region, particularly in light of the widespread stereotypes
surrounding the region. Table 2 shows Memphians’ ratings for Southern states,
going from states with the lowest scores to those with highest scores on all three
surveyed dimensions.
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Table 2: Memphians’ mean ratings for each state within the South on three
constructs, ordered from lowest (0) to highest scores (9) in the folk dialectology
study.

Correctness (0-9) Pleasantness (0-9) Difference (0-3)

State order State order State order

Mississippi | m=2.68 | Arkansas m=3.85 | Tennessee m= .54
Arkansas m=2.77 | Alabama m=3.93 | Arkansas m=.99
Alabama m=2.85 | Mississippi | m=4.04 | Mississippi m= .86
Louisiana m=3.10 | Louisiana m=4.61 | Georgia m=1.10
Kentucky m=3.87 | Oklahoma | m=4.70 | Alabama m=1.15
Texas m=3.93 | Kentucky m=4.74 | Kentucky m=1.16
Georgia m=4.11 | Texas m=4.93 | Texas m=1.31

Tennessee m=4.25 | W. Virginia | m=5.26 | So. Carolina | m=1.51
Oklahoma | m=4.63 | So. Carolina | m=5.27 | No. Carolina | m=1.55
So. Carolina | m=4.71 | Georgia m=5.40 | Florida m=1.56
Florida m=5.07 | No.Carolina | m=5.47 | Louisiana m= 1.67
No.Carolina | m=5.11 | Tennessee m=5.50 | Oklahoma m= 1.67
W. Virginia | m=5.27 | Virginia m=5.58 | W. Virginia m=1.83
Virginia m=5.61 | Florida m=5.62 | Virginia m=1.83
DC m=6.64 | DC m=5.90 | DC m=2.23

Compared to other regional constructs, Memphians did find the Southern
region significantly less correct than the other larger U.S. regions, the North and
the West (F(1,179) = 229.967, p < .001 and F(1,179) = 194.875, p < .001, respec-
tively) on the map rating task. Given what we know about how non-Southerners
tend to view the South, it is not so surprising that Memphians have been affected
by these negative stereotypes. However, if we examine the intra-Southern ratings
a little bit more closely (Table 2), we will find that perhaps Memphians do not
buy into such stereotypes wholesale. Instead, they seem to draw some very
interesting intra-Southern distinctions, with some Southern states faring much
better than others on both correctness and pleasantness scales. The two most
salient areas for Memphians seem to be the more Southwestern states of Missis-
sippi, Arkansas, Alabama and Louisiana, which Memphians view as least correct
and least pleasant, and the coastal Southeastern states including the Virginias, the
Carolinas and Georgia, which they view as quite correct and generally more
pleasant. Florida and D.C. are also viewed high on correctness and pleasantness
ratings, though these states are less ‘Southern’ in population and therefore may be
getting a ratings boost from being relatively indefinable regionally. Tennessee,
where Memphis is located, is less tainted than some of the other Southern states,
although most of the coastal states do much better than the raters’ own home
state.

So, what differences among these focal Southern areas are Memphians tuning
into and what does this intra-regional division suggest about Memphians own
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self-image? First, it is interesting to explore the states Memphians see as least
correct more carefully. Part of these state’s downgrading may simply be related to
one key factor: location, location, location. All four of these ‘core incorrect’ states
are, along with Tennessee, located in the Mississippi River Delta, and, in fact, MS
and AR (the two lowest rated states in both categories) sit directly on the border
with Memphis.

Memphis is located in the southwest most (and lowest) corner of Tennessee
and it is commonly referred to as the ‘Tri-state’ area, since there is a great deal of
in and out flow between Shelby county (containing the Memphis area) and
DeSoto and Crittenden counties (containing the MS and AR border areas, respec-
tively). In fact, 85% of Shelby county’s in and out migration was to other adjacent
local counties in the 1990’s according to Census data. Thus, these three states
have a pretty fluid local population, with many people living in border towns
(Horn Lake, MS and West Memphis, AR) in Mississippi and Arkansas while
working in Memphis. This tri-state kinship is signaled by Memphians ratings of
these two state’s speech as most similar to their own. But, this kinship does not
seem to extend to their opinion of how correct and pleasant the speech spoken in
these states is, which they rate significantly lower than speech spoken in Tennes-
see (Correctness: Compared to MS, F(1,182) = 135.064, p < .001, and AR,
F(1,182) = 124.284, p < .001; Pleasantness: Compared to MS, F(1,181) = 95.259,
p < .001, and AR F(1,181) = 95.161, p < .001). This pattern of ratings seems
contradictory- on one hand they find speech in Tennessee, Mississippi and
Arkansas extremely similar, but, on the other hand, they separate the speech
spoken in these areas by a large divide on correctness and pleasantness ratings. So
why the split personality?

Memphians appear to recognize a ‘core’ South, one that roughly approximates
an area often referred to as the ‘deep’ South. Owing to their adjacency to parts of
MS and AR and the fact that many of the participants in this study have family
from these surrounding areas, Memphians had a hard time separating themselves
linguistically in terms of distance from that spoken across the border, but they
seem to have little difficulty in separating themselves ideologically from the ‘deep
South’, an area particularly tainted by offending stereotypes. All the negative
images of the Southern states — rurality, poverty, racism — are often uttered about
this area in particular, despite the prevalence of these problems in many other
Southern states. The fact that Memphians are located so close to the heart of the
devil itself may make the identification of differences more palpable and more
necessary.

On the flip side, Memphians see the states that form the Eastern seaboard as
faring much better in terms of relative regional correctness and pleasantness, a
fact that may be partially related to their increased distance and unfamiliarity to
Memphians. However, several other folk dialectology studies (Fought 2002,
Niedzielski and Preston 2000) have also found these coastal states to be rated on
par with other non-Southern regions in terms of correctness, suggesting that
Memphians elevated view of this sub-region spawns from something greater than
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sheer distance. One factor that may come into play is that the states on the Eastern
seaboard have higher overall population and economic growth than other South-
ern States as reported in a study on the shifting patterns of Black migration in the
U.S. (Fuguitt, Fulton, and Beale 2001). Also mentioned in that paper, this coastal
area has had a greater net migration gain from the North and the West, perhaps
leading to the perception of this area as being, like Florida and DC, affected by
external (non-Southern) dialects. In addition, a sociology study (Shortridge 1987)
found an increasing number of residents from this Southern coastal region identi-
fying themselves not as residents of Southern states but of Eastern states. The
author attributes this identity shift to greater affinity for the more liberal cultural
values associated with the Eastern states rather than those traditionally associated
with the South, prompted in part by increasing non-Southern migration into the
coastal region. Although it may be doubtful that Memphians have direct access to
such detailed population characteristics, their ratings elevation for this area is
probably based on a relative lack of negative stereotypes for the South Atlantic
states compared to those in the Mississippi River Delta along with their closer
proximity to these, in their view, less prestigious state.

In conclusion, this research into the Southern psyche suggests that there is
increasing dissatisfaction with an association with traditional definitions of
Southern identity a